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Abstract—We consider the application of non-binary coding schemes to vector channels, in particular we apply q-ary LDPC codes to multiple-antenna transmission schemes. Based on the principle of providing a good equivalent channel to the coding scheme, we directly map the code symbols to the transmit signal and find some suitable multi-dimensional mappings. The performance is assessed by simulations and we find that non-binary coding with direct mapping provides a significant advantage over its binary counterpart and over some space-time diversity schemes.

I. INTRODUCTION

Modern communication systems frequently include multiple transmit antennas while channel coding, being one of the enabling technologies for wireless transmission, is an indispensable ingredient. In recent years, non-binary LDPC codes have gained importance in the field of modern channel coding and have shown excellent performance [1], [2]. Despite the huge body of literature dealing with MIMO systems, relatively few effort has been dedicated to the joint design of multiple-antenna schemes with non-binary coding (see e.g. [3], [4], [5], [6]).

Recently, we found a significant performance gain of non-binary LDPC codes for certain MIMO configurations, with respect to binary coding schemes [7]. In this paper, we extend our previous work to include a wider range of transmit parameters and outline the design principles to combine a non-binary coding scheme with a vector channel. This approach is based on multi-dimensional mappings which allow to combine q-ary coding with any desired number of transmit antennas. Although we focus on LDPC codes, the presented principles apply to any q-ary codes with soft decoding.

II. PROBLEM STATEMENT AND SYSTEM MODEL

We consider the transmission of signals \( x \in \mathbb{C}^{n_T \times T} \) over a MIMO channel \( H \in \mathbb{C}^{n_R \times n_T} \) with \( n_T \) transmit and \( n_R \) receive antennas, and \( T \) channel uses, assuming that the transmitter has no channel state information while the receiver knows the channel perfectly. For simplicity, we assume that the components of \( H \) are i.i.d. Rayleigh fading.

A. The Equivalent Channel

Our objective is to find a space-time scheme which connects the channel coding scheme to the MIMO channel, as depicted in Fig. 1, and provides a high rate at low error probability. More precisely, the optimization criteria is rate maximization subject to a given word error probability \( P_w = P[u \neq \hat{u}] \). Since an exact joint optimization of the overall system is out of reach, we select the space-time scheme according to the following guidelines:

1) The performance of LDPC (or turbo) codes depends nearly exclusively on the capacity of the equivalent channel between encoder and decoder (see Fig. 1). This observation has been reported by several authors [8], [9], [10] and has been applied e.g. for the design of bit-loading schemes or for physical-layer-abstraction in system level simulations [11].

2) The equivalent channel shall be memoryless since this is assumed by a belief propagation decoder.

The selection of the space-time “code” hence follows the approach advocated by J. Massey [12] to separate modulation and coding such that the modulation scheme provides an equivalent channel of high capacity to the coding scheme. For a modern channel code with a soft-input decoder, this equivalent channel is discrete-input continuous-output. As an additional requirement, the soft demapper shall be of low or moderate complexity in order to be implementable with reasonable complexity.

B. Non-Binary LDPC Codes

Non-binary LDPC codes offer some intrinsic benefits compared to their binary counterparts, especially in the practically important case of short to medium block lengths and high spectral efficiency [1], [2], [13]. In the following, we will use the four \( q \)-ary LDPC codes specified in Table I as a running example. The encoder takes a message \( u \) consisting of \( K \) \( q \)-ary GF (Galois field) symbols and encodes it into a codeword \( c \) of \( N \) code symbols, hence the code rate is \( R_c = \frac{K}{N} \). At the receiver, the decoder input is formed by \( L \)-vectors defined by \( L_i = [L_{i,0}, L_{i,1}, \ldots, L_{i,q-1}]^T \) with components

\[
L_{i,k} = \ln \frac{P[c_i = \alpha_k | y]}{P[c_i = \alpha_0 | y]}, \quad k = 0, 1, \ldots, q - 1
\]

and \( \alpha_0, \alpha_1, \ldots, \alpha_{q-1} \) denote the elements of the Galois field \( \mathbb{F}_q \). Each L-vector corresponds to one code symbol and con-
The word error rate of codes A, B and C combined with QAM over an AWGN or Rayleigh fading channel is depicted in Fig. 2 as a function of the mutual information per coded bit, which is equivalent to the capacity of the equivalent channel. The performance of code D (not shown in Fig. 2) is very similar to that of code A, which is not surprising since they share the code rate and the binary length. The decoder uses FFT-based belief propagation [14] and a maximum of 100 iterations. We can observe that the word error rate indeed depends mainly on the capacity of the equivalent channel and to a much smaller extent on the type of this channel.

III. SPACE-TIME MAPPING AND DEMAPPING

In order to obtain a memoryless equivalent channel, each code symbol \( c \in \mathbb{F}_q \) has to be mapped to an integer number of transmit vectors, i.e. channel uses. The obvious and simplest approach is to apply spatial multiplexing:

A. Spatial Multiplexing with 2-dimensional Constellations

Standard spatial multiplexing (SM) transmits at each antenna a complex-valued signal taken out of a constellation \( \mathcal{X} \subset \mathbb{C} \) with \( M = |\mathcal{X}| \) signal points. For a bijective mapping between code symbols \( c \in \mathbb{F}_q \) and transmit matrices \( [x_1, x_2, \ldots, x_T] \), it must hold \( M^T = q \) and hence we transmit \( n_T T \cdot \log_2 M = \log_2 q \) bits per \( T \) channel uses. For many typical values of \( n_T, q \) and \( T \), this condition results in a non-integer value for \( M \) and hence no suitable two-dimensional constellation exists for these cases.

B. Multidimensional Mappings

The limitations of standard SM can be overcome easily by considering a direct mapping from the \( q \)-ary code symbol to the \( n_T \times T \) transmit matrix:

\[
\mu : \mathbb{F}_q \rightarrow \mathcal{X} \subset \mathbb{C}^{n_T \times T}, \quad |\mathcal{X}| = q
\]

This approach includes spatial multiplexing with two-dimensional constellations as a special case but imposes no restrictions upon the number of transmit antennas or the GF order. The information bit rate of this scheme, given in bits per channel use (equivalent to bit/s/Hz), is

\[
R = \frac{R_c}{T} \log_2 q
\]

and hence the spectral efficiency is limited by \( \frac{1}{T} \log_2 q \), which is the reason why in the following we focus our attention on the case \( T = 1 \). On the other hand, the case \( T > 1 \) is a straightforward extension and is indicated for low SNR.

C. Soft Demapping

For \( T = 1 \), a code symbol \( c \in \mathbb{F}_q = \{ \alpha_0, \alpha_1, \ldots, \alpha_{q-1} \} \) is mapped onto an \( n_T \)-dim transmit vector \( x \in \mathcal{X} = \{ a_0, a_1, \ldots, a_{q-1} \} \) and we define \( \mu(\alpha_k) = a_k \). We focus on this particular labeling, because when the cardinality of the memoryless vector channel matches the order of the Galois field, then the decoding performance has an inherent robustness to the different possible labelings in the signal space. As a matter of fact, even if the channel is not symbol-wise symmetric, it can be shown that the density evolution thresholds of a family of non-binary LDPC codes do not depend on the chosen labeling, as long as the non-zero values of codes are chosen at random uniformly in \( \{\alpha_1, \ldots, \alpha_{q-1}\} \) [15]. As a result, one can choose an arbitrary labeling of the signal points without noticeable difference of the WER performance.

The received signal is given by \( y = Hx + w \) with \( w \sim \mathcal{CN}(0, N_0 I) \). The corresponding L-vector is defined by (1) and since each received vector \( y \) corresponds to exactly one code symbol, its computation involves no marginalization and is given by

\[
L_k = -\frac{1}{N_0} \left( |y - Ha_k|^2 - |y - Ha_0|^2 \right)
\]

For a decoder, which is invariant to additive constants, we can drop the second term and use \( L'_k = -\frac{1}{N_0} |y - Ha_k|^2 \). Note that there is no requirement on the number of receive antennas; in particular, the case \( n_R < n_T \) is naturally included in the formulation.
IV. MIMO Capacities and Their Efficient Computation

The ergodic channel capacity of an $n_T \times n_R$ MIMO channel is given by

$$C_G = \mathbb{E}_H \left[ \log_2 \det \left( I_{n_T} + \frac{\text{SNR}}{n_T} H H^H \right) \right]$$

This expression holds for Gaussian transmit signals, while for transmit signals taken out of a discrete alphabet $\mathcal{X}$, we have [16]

$$C_{CM} = \log_2 q - \mathbb{E}_{x,y:H} \left[ \log_2 \sum_{z \in \mathcal{X}} p(y|x,z) \right]$$

(5)

This capacity, which is known as coded modulation (CM) or input-constrained capacity is limited by $\log_2 q$ and can be computed numerically by averaging over the fading and the noise according to the above expression. However, a more convenient way to compute this capacity is by information averaging, as described in [17] for EXIT charts,

$$C_{CM} = \log_2 q + \mathbb{E} \left[ \sum_{k=0}^{q-1} p_k \log_2 p_k \right]$$

(6)

where $p_k \triangleq P[x = a_k | y] = P[c = \alpha_k | y]$ is the a posteriori probability (APP) of the code symbol $c = \alpha_k$. With the L-vectors, which are computed by the soft demapper, we have

$$C_{CM} = \log_2 q + \frac{1}{\beta \ln 2} \mathbb{E} \left[ \sum_{k=0}^{q-1} e^{L_k} (L_k - \beta) \right]$$

(7)

with $\beta \triangleq \sum_{k=0}^{q-1} \exp(L_k)$. This second method of computation is more convenient in our case since the L-values according to (4) are available from the soft demapper and their computation is simple.

As a reference, we will also invoke the capacity $C_{BICM}$ for BICM (bit-interleaved coded modulation), which is defined and computed in [16] and for which holds $C_{BICM} \leq C_{CM}$.

V. Design of MultiDimensional Mappings

The multidimensional constellation $\mathcal{X}$ has to be designed such that the capacity (6) is maximized, formally:

$$\max_{\{a_0, \ldots, a_{q-1}\}} C_{CM}, \text{ s.t. } \frac{1}{n_T} \sum_{i=0}^{q-1} |a_i|^2 = E_S$$

Unfortunately, this optimization problem is non-convex in general, because the capacity $C_{CM}$ is not a concave function of the multidimensional constellation $\mathcal{X}$ [18]. This implies that there are no general-purpose efficient methods to numerically compute the multidimensional constellation that maximizes the capacity $C_{CM}$ and, thus, we resort to a heuristic approach: we have to place $q$ points in $2n_T$ real dimensions (for an $n_T$ dimensional complex-valued transmit vector) such that their distances are maximized. This is still a difficult problem, if we want to find the optimum solution, but we can obtain very good approximations with the following intuitive approaches:

1) Select the $q$ points from a sphere-packing lattice.

2) Select the $q$ points from the $2n_T$-dim hypercube, if $q \leq 2^{2n_T}$.

3) Derive the constellation from a regular polytope.

The resulting multi-dimensional mappings provide a rather modest gain with respect to the standard QAM constellations, as we will see below. Their main feature, however, is that they allow to combine any field size $q$ with any number of transmit antennas $n_T$ and channel uses $T$, which is otherwise not possible.

In the following, we will give examples for different numbers of antennas $n_T \in \{2, 3, 4\}$ and field orders $q \in \{64, 256\}$ involving all three methods.

A. Two transmit antennas

With two transmit antennas and $q = 64$ or $q = 256$, we can apply standard spatial multiplexing with 8-QAM and 16-QAM, respectively. Another possibility is to select the constellation from a sphere packing (SP), an idea which appeared in very similar contexts in e.g. [19], [4]. For four real dimensions, the packing $D_4$ is the densest lattice packing [20]. From the tables given in [20], we know that there are $24$ spheres at distance $1$ from the origin, $24$ spheres at distance $2$, $96$ spheres at distance $3$, etc. To select $64$ points, we thus consider the shells of spheres up to distance $3$, including the origin, which results in $145$ points. Out of these, we select $64$ by excluding one-by-one the point which yields the worst distance metric. For $q = 256$ points we have to consider spheres up to distance $5$ from the origin. Finally, the constellation is shifted and normalized to obtain zero mean and power $n_T E_S$.

The capacities for the $2 \times 2$ channel are drawn in Fig. 3. We can observe that the SP constellations achieve a slightly higher capacity than $\{8, 16\}$-QAM. On the other hand, we also see that there is not much margin for further improvement, especially for code rates around $R_c = 1/2$ and below, because the CM capacity is strictly upper-bounded by the capacity with Gaussian input, given by (5). The overall rate is given by (3) and hence we have the possibility to select codes with different field order $q$ for the same target rate. There is a noteworthy gap between the CM capacity with $q = 256$ and the achievable capacity of the Alamouti scheme, given by $\mathbb{E} \left[ \log_2 \left( 1 + \frac{\text{SNR}}{2} H S^2 \right) \right]$, [21].

The same constellations can be used for the $2 \times 1$ channel, in which they achieve a slightly higher capacity compared to QAM, whereas there is a huge gain with respect to the BICM capacity, as has already been observed in [16].

B. Three transmit antennas

For $q = 64$ and 3 antennas, we can apply QPSK on each antenna, which corresponds to a 6-dimensional hypercube. By selecting the constellation points from the sphere packing $E_6$ [20], the CM capacity is slightly increased, as can be observed in Fig. 4.

For $q = 256$, we have 8 bits per code symbol which we cannot distribute over 3 antennas with standard spatial multiplexing. On the other hand, we can select the constellation
from the lattice packing $E_6$, which results in a higher capacity than with $q = 64$. Again, we observe that for code rates around 1/2 and below, there is very little room for improvement.

**C. Four transmit antennas**

For this case, several design approaches can be applied and yield good results. For $q = 64$, standard SM cannot be applied, but we can again use the described procedure to obtain a constellation from a sphere packing, which in this case is given by the $E_8$ lattice. Another possibility is to look for a regular polytope in 8 dimensions with 64 vertices. Contrary to intuition from two dimensions, such a regular solid does not exist, but there is a polytope with 8 vertices in 4 dimensions: the 16-cell, also called hexadecachoron or 4-orthoplex, which has the vertices $(\pm 1, 0, 0, 0), (0, \pm 1, 0, 0), (0, 0, \pm 1, 0), (0, 0, 0, \pm 1)$. The Cartesian product of two 16-cells hence results in a constellation of 64 points in 8 dimensions. The capacity achieved with this constellation is slightly higher than with SP (not shown).

Another interesting design is possible by the selection of $q = 64$ points from the 8-dimensional hypercube, which has 256 vertices and corresponds to QPSK. Since the coordinates of the vertices have values $\pm 1$, we can view the hypercube as an 8-dimensional Hammingspace and search for (one of) the best $(n = 8, k = 6)$ binary linear block code. As search criterion, we consider the entire distance spectrum of the code and restrict the search to systematic generator matrices, which means no loss of generality since for every linear block code, there either exists a systematic generator or there exists an equivalent code which has a systematic generator. This leaves $2^{(n-k)k} = 4096$ codes, from which the one with parity check matrix

$$A = \begin{bmatrix} 1 & 1 & 0 & 0 & 1 & 1 & 1 & 0 \\ 1 & 1 & 1 & 1 & 0 & 0 & 0 & 1 \end{bmatrix}$$

has the best distance spectrum. The constellation “b86” is then formed by interpreting the codewords as coordinates in $\mathbb{R}^8$ and it can be observed in Fig. 5 that this constellation achieves the highest capacity for $q = 64$.

For $q = 256$, the baseline constellation is given by QPSK, i.e. the 8-cube, while the SP constellation is slightly better.

**D. Constellations for Low SNR and Single Antenna Transmission**

For low SNR, the constellations designed above can be applied together with a low-rate channel code. Another possibility is to map one code symbol to more than one channel use, i.e. define a mapping (2) with $T > 1$. Since this can be seen as a multi-dimensional mapping in $n_T T$ complex dimensions, the above design principles can be applied in the same way, and some of the constellations with $n_T \geq 4$ can be reused. E.g. we can apply a constellation designed for $n_T = 4$, $T = 1$ for the case $n_T = 2$, $T = 2$. The same considerations apply to the case of a single transmit antenna, in which the transmit vectors are formed by subsequent QAM symbols.

**VI. Simulation Results**

For the $2 \times 2$ channel, we carried out simulations for all four non-binary codes of Table I and also applied the Alamouti scheme with codes A and D. In order to compare schemes of the same overall rate, for the Alamouti scheme we applied QAM with $q$ constellation points, which can be considered the “natural” constellation size for a $q$-ary channel code.
Fig. 6 shows the word error rates obtained by simulation. The dotted curves have been obtained by mapping the SNR of the MIMO channel to its CM capacity, from which the mutual information per coded bit is obtained by simply dividing \( \log_2 q \), the number of bits per symbol and applying the results of Fig. 2. We can observe that the results obtained by this indirect approximation provide a reasonable match to the results obtained directly with the MIMO channel.

There is a noticeable difference between the performance of the direct mapping and the corresponding Alamouti scheme which applies the same channel code: for code A, the difference is about 2 dB while for code D, the gap exceeds 3.5 dB.

Fig. 6 also shows the Shannon limit of the Alamouti scheme for rates \( R = 3 \) and \( R = 4 \). These limits are outperformed by the direct mapping with code A and D, which means that these schemes are superior to the Alamouti scheme with any channel code. The Shannon limits for BICM with \( \{ 8, 16 \} \)-QAM are close to those of the Alamouti scheme for \( R \in \{ 3, 4 \} \) and are also exceeded by codes A and D (see also [7]), which means that these schemes perform better than any binary coding scheme.

VII. CONCLUSIONS

We have shown how non-binary coding can be applied to a vector channel using as a particular case non-binary LDPC codes for MIMO transmission. The design principle is to provide a good channel for the coding scheme, which results in a simple direct mapping from the code symbols to the transmit vectors. At the receiver side, this leads to a very simple optimum soft demapper and hence the system complexity is concentrated in the channel decoder. Simulations for the \( 2 \times 2 \) channel show that the performance is better than any binary (BICM) scheme and better than the Alamouti scheme with any channel code. A possible drawback of the proposed direct mapping is that the spectral efficiency is limited by the field size of the channel code.
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