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Abstract—We consider the problem of communication over a continuous-time, infinite-bandwidth Poisson channel without peak-power constraint, but subject to a covertness constraint: the relative entropy between the output distributions when a codeword is transmitted and when no input is provided to the channel must tend to zero as total communication time grows large. We show that, under such a constraint, the capacity of this channel, in nats per second, is infinity.

I. INTRODUCTION

Covert communication, or communication with low probability of detection [1]–[4], refers to applications where the transmitter and the receiver must keep an eavesdropper from discovering the fact that they are using the channel to communicate. Specifically, the signals observed by the eavesdropper when the channel is used must be statistically close to the signals observed when the channel is not used. For additive white Gaussian noise (AWGN) channels, the channel not being used is modeled by the transmitter always sending zero; for a discrete memoryless channel (DMC), this is modeled by the transmitter sending an “innocent” symbol—a specific input symbol whose value is given as part of the channel model. For a DMC, if the output distribution at the eavesdropper generated by the innocent symbol is a convex combination of the output distributions generated by the other, non-innocent input symbols, then a positive covert communication rate is achievable; otherwise the maximum amount of information that can be covertly communicated grows like the square root of the total number of channel uses [3]. For the AWGN channel, the latter, square-root scaling law applies [1, 3].

As most practically relevant channel models appear to follow the square-root scaling law and thus have zero capacity (in nats per channel use)\(^1\) for covert communication, some works have considered variations of the DMC and AWGN channel models. Among them, [5]–[7] consider channels with parameters that are unknown to the eavesdropper, and [8] considers channels with channel-state information (CSI) available to the transmitter. These works show that, under such additional assumptions, positive covert communication rates are sometimes achievable.

The current paper is concerned with covert communication over a continuous-time channel: the Poisson channel [9]–[11].

\(^1\)In some works, the name “covert capacity” refers to the scaling constant of information nats with respect to the square root of total number of channel uses. In the current work, we use “capacity” as its traditional sense.
bandwidth to a certain value to reduce the Poisson channel to discrete time, we can use existing capacity results such as those in [14], [15] to show that the maximum covert communication rate vanishes as total communication time grows large. Also crucial is the absence of a peak-power constraint. It is well known that a peak-constrained infinite-bandwidth Poisson channel has a finite per-second communication capacity [9]–[11], whereas without a peak constraint, its capacity for standard, non-covert communication is infinity. One can extend these classic results to show that, when subject to a peak constraint, the Poisson channel again has zero covert communication capacity. We shall not further discuss these cases in the current paper.

Our signaling scheme to achieve infinite covert communication rates is to divide the total communication time into short slots, and use independent on-off signaling within these slots. We let the length of the slots decrease, and the value of the “on” signal increase, as total communication time grows large.

The rest of this paper is arranged as follows. Section II formulates the problem and states the result. Section III contains the proof of the result, but with some steps omitted or shortened. Section IV then concludes the paper with some discussions.

II. PROBLEM FORMULATION AND RESULT

Consider a continuous-time Poisson channel with constant dark current \( \lambda > 0 \). The input to the channel must be a Lebesgue-measurable, nonnegative signal \( x(t) \geq 0, t \in [0, T] \). Conditional on this input signal, the channel output \( Y(t), t \in [0, T] \), is a Poisson process whose time-\( t \) intensity is \( x(t) + \lambda \).

A codebook on \([0, T]\) at rate \( R \) nats per second for communication over this channel contains \( e^{TR} \) input signals \( x_m(t), t \in [0, T], m \in \{1, \ldots, e^{TR}\} \). An encoder maps a message \( m \in \{1, \ldots, e^{TR}\} \) to the corresponding input signal \( x_m(t), t \in [0, T] \), and sends this signal into the channel. A corresponding decoder maps the output signal \( y(t), t \in [0, T] \), to the decoded message \( \hat{m} \in \{1, \ldots, e^{TR}\} \). We allow the transmitter and the receiver to use a random code to communicate their message. The eavesdropper is assumed to know the distribution according to which the random code is chosen, but not the actual choice.

We do not impose a peak constraint on the input signal, hence the value of \( x_m(t) \) at a specific time \( t \) may be arbitrarily large. As we shall see, our result does not depend on whether there is an average-power constraint or not, i.e., it holds under any upper bound on the value of

\[
\frac{1}{T} \mathbb{E} \left[ \int_0^T x_M(t) \, dt \right],
\]

where \( M \) is uniformly chosen from \( \{1, \ldots, e^{TR}\} \).

Let \( Q_T \) denote the distribution of \( Y(t), t \in [0, T] \), when there is no input signal, i.e., when \( x(t) = 0 \) for all \( t \in [0, T] \). Thus, \( Q_T \) describes the homogeneous Poisson process of intensity \( \lambda \) on \([0, T]\). Further, let \( P_T \) denote the distribution of \( Y(t), t \in [0, T] \), induced by the random codebook and the randomly chosen message \( M \). Thus, \( P_T \) is the unconditional output distribution when the channel is used to communicate a message.

We say that a rate \( R \) is achievable covertly if, for every \( T > 0 \), we can construct a random code on \([0, T]\) of rate at least \( R \) such that

1) the probability of a decoding error, i.e., of \( \hat{M} \neq M \), tends to zero as \( T \) tends to infinity; and
2) \( D(P_T || Q_T) \) tends to zero as \( T \) tends to infinity.

Note that, by Pinsker’s inequality [16], the second requirement implies that the total variation distance between \( P_T \) and \( Q_T \) must also tend to zero as \( T \to \infty \), hence there will be no non-trivial test to distinguish \( P_T \) and \( Q_T \). We then define the covert communication capacity for this channel as the supremum of all rates that are achievable covertly.

Our main result is the following theorem.

**Theorem I:** The covert communication capacity of the continuous-time Poisson channel described above is infinity, i.e., all positive rates are achievable covertly.

III. PROOF OF THEOREM I

Clearly, only the achievability part of the theorem needs proof. To this end, we describe a signaling scheme and analyze its performance.

We divide the interval \([0, T]\) into slots of \( \tau \) seconds.\(^3\) We choose \( X(t) \) to be constant within each slot, and independent and identically distributed (IID) between different slots; in particular, within every slot, \( X(t) = X' \) for all \( t \) in the slot, where

\[
X' = \begin{cases}
A, & \text{with probability } q, \\
0, & \text{with probability } 1 - q.
\end{cases}
\]

Here, \( \tau, A, \) and \( q \) all depend on \( T \). We choose them as follows:

\[
\tau = T^{-1} e^{-T} \quad (2a) \quad A = e^{T/2} \quad (2b) \quad q = T^{-3/4} e^{-T/2}. \quad (2c)
\]

We note that the average input power by the above choice equals

\[
qA = T^{-3/4}, \quad (3)
\]

which tends to zero as \( T \) tends to infinity. Hence any average-power constraint on the input will be satisfied when \( T \) is large enough.

Our analysis of this scheme is divided into two parts. The first part shows that the scheme is covert. The second part computes the rates that can be achieved by this scheme.

\(^3\)We ignore the issue that \( T \) may not be divisible by \( \tau \), because it only has an edge effect, which vanishes when \( T \to \infty \).
A. Covertness analysis

Within each \( r \)-second slot, let \( Y' \) denote the total number of output arrivals within this slot. Note that, since with probability one \( X(t) \) is constant within the slot (both when the transmitter is sending and when it is not sending a message), \( Y' \) forms a sufficient statistic of the output process in the slot, both for the receiver to decode the message and for the eavesdropper to detect communication activity. When no message is being communicated (i.e., under \( Q_T \), \( Y' \) has the Poisson distribution of mean \( \lambda r \); when the transmitter is sending a message (under \( P_T \)), with probability \( 1 - q \) the random variable \( Y' \) has the Poisson distribution of mean \( \lambda r \), and with probability \( q \) it has the Poisson distribution of mean \((\lambda + \lambda) r \). Let these two distributions of \( Y' \) be denoted \( Q' \) and \( P' \), respectively. Since different slots are independent under both \( P_T \) and \( Q_T \), we have

\[
D(P_T \| Q_T) = \frac{T}{r} D(P' \| Q').
\]

We next compute \( D(P' \| Q') \). For each \( i \in \mathbb{Z}_0^+ \), we have

\[
Q'(i) = \frac{e^{-\lambda r} \lambda^i}{i!}
\]

\[
P'(i) = (1 - q) e^{-\lambda r} \lambda^i + q \frac{e^{-(\lambda + \lambda) r} (A + \lambda)^i}{i!}.
\]

Hence

\[
D(P' \| Q') = \sum_{i=0}^{\infty} P'(i) \log \frac{P'(i)}{Q'(i)}
\]

\[
= \sum_{i=0}^{\infty} P'(i) \log \left( 1 - q + q e^{-A r} \left( 1 + \frac{A}{\lambda} \right)^i \right).
\]

Denote the summand on the right-hand side of (7) for \( i \) by \( \sigma_i \). We bound them separately.

For \( \sigma_0 \) we have

\[
P'(0) = (1 - q) e^{-\lambda r} + q e^{-(\lambda + \lambda) r} \geq (1 - q)(1 - \lambda r) + q(1 - (\lambda + \lambda) r) = 1 - (\lambda + qA) r,
\]

where we used \( e^{-a} \geq 1 - a \) for all \( a \in \mathbb{R} \). We also have

\[
\log(1 - q + q e^{-A r}) \leq -q(1 - e^{-A r}) \leq -q \left( A r - \frac{A^2 r^2}{2} \right),
\]

where the first inequality follows because \( \log(1 + a) \leq a \) for all \( a \in \mathbb{R} \), and the second inequality because \( e^{-a} \leq 1 - a + \frac{a^2}{2} \) for \( a \geq 0 \). Note that the left-hand side of (11) is non-positive, whereas, by our choices (2), the right-hand side of (10) is positive for large enough \( T \). We can hence combine (10) and (12) to obtain, for large enough \( T \),

\[
\sigma_0 \leq -(1 - (\lambda + qA) r) \cdot q \left( A r - \frac{A^2 r^2}{2} \right)
\]

\[
\leq -q A r \left( 1 - \left( \lambda + qA + \frac{A}{2} \right) \right),
\]

where the last inequality follows by dropping a negative term.

For \( \sigma_1 \) we have

\[
P'(1) = (1 - q) \lambda r \frac{e^{-\lambda r}}{i} + q (A + \lambda) r \frac{e^{-(A + \lambda) r}}{i} \leq 1
\]

\[
\leq (\lambda + qA) r
\]

and

\[
\log \left( 1 - q + q e^{-A r} \left( 1 + \frac{A}{\lambda} \right)^i \right) \leq 1 - q + q e^{-A r} \left( 1 + \frac{A}{\lambda} \right)^i - 1
\]

\[
= q \left( e^{-A r} \left( 1 + \frac{A}{\lambda} \right)^i - 1 \right) \leq q \frac{A}{\lambda}
\]

Thus

\[
\sigma_1 \leq (\lambda + qA) r \cdot q A r \leq q A r \left( 1 + \frac{qA}{\lambda} \right).
\]

For the remaining summands where \( i \geq 2 \), we have

\[
\log \left( 1 - q + q e^{-A r} \left( 1 + \frac{A}{\lambda} \right)^i \right) \leq \log \left( \log \left( 1 + q \left( 1 + \frac{A}{\lambda} \right)^i \right) \right) - 1
\]

\[
\leq \log \left( 1 + \left( 1 + \frac{A}{\lambda} \right)^i \right) - 1
\]

\[
= i \log \left( 1 + \frac{A}{\lambda} \right)
\]

Thus

\[
\sum_{i=2}^{\infty} \sigma_i \leq \frac{A}{\lambda} \sum_{i=2}^{\infty} P'(i) \cdot i,
\]

where

\[
\sum_{i=2}^{\infty} P'(i) \cdot i
\]

\[
= \sum_{i=1}^{\infty} P'(i) \cdot i - P'(1) \cdot 1
\]

\[
= \mathbb{E}_{P'}[Y'] - P'(1)
\]

\[
= \{(1 - q) \lambda r + q (A + \lambda) r\}
\]

\[
- \{(1 - q) e^{-\lambda r} \lambda r + q e^{-(A + \lambda) r} (A + \lambda) r\}
\]

\[
\leq (1 - q) \lambda r + q (A + \lambda) r - (1 - q)(1 - \lambda r) \lambda r
\]

\[
= (1 - q) \lambda r (A + \lambda) r - q (1 - (A + \lambda) r)(A + \lambda) r
\]

\[
= (1 - q) \lambda r^2 + q (A + \lambda)^2 r^2.
\]
Hence we obtain
\[ \sum_{i=2}^{\infty} \sigma_i \leq \frac{A}{\lambda} \left((1-q)\lambda^2 \tau^2 + q(A+\lambda)^2 \tau^2 \right). \]  
\[(31)\]

Combining (4), (7), (14), (20), and (31), we have, for large enough \( T \),
\[
D(P_T \| Q_T) 
\leq \frac{T}{\tau} \left\{- qA\tau \left(1 - \left(\frac{\lambda + qA + \frac{A}{2}}{\frac{1}{\lambda}}\right)\tau + qA\tau \left(1 + \frac{qA}{\lambda}\right)\right) 
+ (1-q)\lambda A\tau^2 + \frac{qA}{\lambda}(A+\lambda)^2 \tau^2 \right\} 
\leq \left\{\lambda A\tau + q^2 A^2 \tau + \frac{q^2 A^2}{\lambda} + \frac{qA}{\lambda}(A+\lambda)^2 \tau \right\} \cdot T. \]
\[(32)\]
Replacing \( \tau, A, \) and \( q \) by their values in (2) in the above implies that
\[
\lim_{T \to \infty} D(P_T \| Q_T) = 0. \]
\[(34)\]
Hence the random code we generate is covert in the limit where \( T \to \infty \).

**B. Communication Rate**

To bound the communication rates achievable using the proposed input distribution, we consider suboptimal decoding schemes in which each output \( Y' \) is mapped to a binary random variable \( \hat{Y} \):
\[
\hat{Y} = \begin{cases} 
0, & Y' = 0 \\
1, & \text{otherwise.} 
\end{cases} \]
\[(35)\]
Then we have
\[
\Pr(\hat{Y} = 1|X' = 0) = 1 - e^{-\lambda \tau} \quad (36a) \]
\[
\Pr(\hat{Y} = 1|X' = A) = 1 - e^{-(A+\lambda) \tau}. \quad (36b) \]
We then use the information spectrum method [17], [18] to lower-bound the achievable rates. Let the input vector of length \( T/\tau \) be denoted \( X' \) and the corresponding (binary) output vector be denoted \( \hat{Y} \), then the following rate is achievable:
\[
P_{H^2} \liminf_{T \to \infty} \frac{1}{T} \log \frac{P_{Y|X'}(\hat{Y}|X')}{P_{\hat{Y}}(\hat{Y})}, \quad (37)\]
where \( P_{H^2} \liminf \) denotes the limit infimum in probability; see [17], [18]. To evaluate (37), we compute the mean and the variance of the random variable in the \( P_{H^2} \liminf \).

For any fixed \( T, (X', \hat{Y}) \) is IID across different time slots, hence
\[
\mathbb{E} \left[ \frac{1}{T} \log \frac{P_{Y|X'}(\hat{Y}|X')}{P_{\hat{Y}}(\hat{Y})} \right] = \frac{1}{\tau} I(X'; \hat{Y}). \]
\[(38)\]
By (1) and (36), \( I(X'; \hat{Y}) \) can be written as
\[
I(X'; \hat{Y}) = H_b \left( (1-q)(1-e^{-\lambda \tau}) + q(1-e^{-(A+\lambda) \tau}) \right) 
- (1-q)H_b(1-e^{-\lambda \tau}) - qH_b(1-e^{-(A+\lambda) \tau}), \quad (39)\]
where \( H_b(\cdot) \) denotes the binary entropy:
\[
H_b(p) = -p \log p - (1-p) \log(1-p), \quad p \in [0,1]. \]
\[(40)\]
We bound the three terms on the right-hand side of (39) separately.

For the first term on the right-hand side of (39), we drop a nonnegative term to get
\[
H_b \left( (1-q)(1-e^{-\lambda \tau}) + q(1-e^{-(A+\lambda) \tau}) \right) \geq \left( (1-q)(1-e^{-\lambda \tau}) + q(1-e^{-(A+\lambda) \tau}) \right) \log \frac{1}{(1-q)(1-e^{-\lambda \tau}) + q(1-e^{-(A+\lambda) \tau})}. \]
\[(41)\]
Then we bound
\[
(1-q)\left(1 - e^{-\lambda \tau}\right) - q\left(1 - e^{-(A+\lambda) \tau}\right) 
\geq \left(\lambda \tau - \frac{2\lambda^2 \tau^2}{2}\right) + q\left(\lambda + A\right)\tau - \lambda \tau + \frac{(A+\lambda)^2 \tau^2}{2} \]
\[(42)\]
\[
\geq \sqrt{\frac{\lambda \tau - \frac{2\lambda^2 \tau^2}{2}}{2}} - \frac{\lambda^2 \tau}{2} \tau, \quad (43)\]
where the last inequality follows by dropping a term \( \frac{q\lambda^2 \tau^2}{2} \). We also have
\[
(1-q)\left(1 - e^{-\lambda \tau}\right) - q\left(1 - e^{-(A+\lambda) \tau}\right) \leq (1-q)\lambda \tau + q(\lambda + A)\tau = (\lambda + qA)\tau. \quad (44)\]
Combining (41), (43), and (44) we have, for large enough \( T \),
\[
H_b \left( (1-q)(1-e^{-\lambda \tau}) + q(1-e^{-(A+\lambda) \tau}) \right) \geq \sqrt{\frac{(\lambda + qA) - \frac{q(\lambda + A)^2 \tau}{2}}{2}} - \frac{\lambda^2 \tau}{2} \tau \log \frac{1}{(\lambda + qA)\tau}. \]
\[(45)\]
By our choices (2), for large enough \( T, \lambda \tau < 1/2 \) and \( (\lambda + A)\tau < 1/2 \). Since \( H_b(\cdot) \) is monotonically increasing on \((0, \frac{1}{2})\), we can bound
\[
H_b(1-e^{-\lambda \tau}) \leq H_b(\lambda \tau) \leq \lambda \tau \log \frac{1}{\lambda \tau} + (1-\lambda \tau) \log \frac{1}{1-\lambda \tau} \leq \frac{\lambda \tau}{1-\lambda \tau} \]
\[
\leq \lambda \tau \log \frac{1}{\lambda \tau} + \lambda \tau, \quad (46)\]
and similarly,
\[
H_b(1-e^{-(A+\lambda) \tau}) \leq (A+\lambda)\tau \log \frac{1}{(A+\lambda)\tau} + (A+\lambda)\tau. \quad (49)\]
Combining (38), (39), (45), (48), and (49) yields, for large enough \( T \),
\[
\begin{align*}
\mathbb{E} \left[ \frac{1}{T} \log \frac{P_{Y|X}(\hat{Y}|X')}{P_{Y}(\hat{Y})} \right] & \geq \left( \lambda + qA \right) - \frac{q(\lambda + A)^2 \tau}{2} - \frac{\lambda^2 \tau}{2} \left( \frac{1}{\lambda + qA} \right) \tau
- (1 - q) \lambda \log \frac{1}{\lambda \tau} - (1 - q) \lambda
- q(A + \lambda) \log \frac{1}{(A + \lambda) \tau} - q(A + \lambda)
- (1 - q) \lambda \log \frac{\lambda + A}{\lambda + qA} + \frac{q(\lambda + A)^2 \tau}{2} \lambda + \frac{qA}{2} \frac{\tau \log (\frac{1}{\lambda + qA})}{\lambda + qA}.
\end{align*}
\]

One can verify that, for our choices (2), for large enough \( T \), the right-hand side of (51) is dominated by its second term, which behaves like
\[
\begin{align*}
\mathbb{E} \left[ \frac{1}{T} \log \frac{P_{Y|X}(\hat{Y}|X')}{P_{Y}(\hat{Y})} \right] & \approx q(\lambda + A) \log \frac{\lambda + A}{\lambda + qA} \quad (52)
= T^{-3/4} e^{-T/2} \left( \lambda + e^{T/2} \right) \log \frac{\lambda + e^{T/2}}{\lambda + T^{-3/4} e^{-T/2} e^{T/2}} \quad (53)
\approx T^{-3/4} \left( \frac{T}{2} - \log \lambda \right) \approx T^{1/4}/2, \quad (54)
\end{align*}
\]
which tends to infinity as \( T \to \infty \).

We briefly outline our bound on the variance of the random variable inside the \( P \)-\text{lim inf} in (37). Since \((X', Y)\) is IID across different slots, we have
\[
\begin{align*}
\text{Var} \left[ \frac{1}{T} \log \frac{P_{Y|X}(\hat{Y}|X')}{P_{Y}(\hat{Y})} \right] & = \frac{1}{T^2} \cdot \frac{1}{T} \text{Var} \left[ \log \frac{P_{Y|X}(\hat{Y}|X')}{P_{Y}(\hat{Y})} \right] \quad (55)
\leq \frac{1}{T^2} \mathbb{E} \left[ \left( \log \frac{P_{Y|X}(\hat{Y}|X')}{P_{Y}(\hat{Y})} \right)^2 \right]. \quad (56)
\end{align*}
\]
For large enough \( T \) and for our choices (2), one can check that the second moment on the right-hand side of (56) is dominated by one term:
\[
\begin{align*}
\mathbb{E} \left[ \left( \log \frac{P_{Y|X}(\hat{Y}|X')}{P_{Y}(\hat{Y})} \right)^2 \right] & \approx qA \tau (\log A)^2 = \frac{T^{5/4}}{4} \tau, \quad (57)
\end{align*}
\]
thus
\[
\begin{align*}
\text{Var} \left[ \frac{1}{T} \log \frac{P_{Y|X}(\hat{Y}|X')}{P_{Y}(\hat{Y})} \right] & \approx T^{1/4}/4. \quad (58)
\end{align*}
\]
Combining (54) and (58) and applying Chebyshev’s inequality yield that (37) is infinity, and complete the proof.

IV. DISCUSSIONS

We have shown that the continuous-time Poisson channel with neither peak nor bandwidth constraint allows unbounded data rates for covert communication. To demonstrate this, we choose both peak power and bandwidth to grow exponentially with total communication time.

Our work shows that the square-root law for covert communication over discrete-time channels does not apply to continuous-time channels without a bandwidth constraint. This can also be seen via a recent work [19] in which, using different techniques, we show that a Gaussian channel without bandwidth constraint also permits positive-rate covert communication. An interesting direction for future work may be to construct a general framework for covert communication over continuous-time channels.
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