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Abstract

In this paper, we address the problem of decoding nonbinary LDPC codes over finite fields $GF(q)$, with reasonable complexity and good performance. In a first part of the paper, we recall the original Belief Propagation (BP) decoding algorithms and its Fourier domain implementation. We show that the use of tensor notations for the messages is very convenient for the algorithm description and understanding. In the second part of the paper, we introduce a simplified decoder which is inspired from the min-sum decoder for binary LDPC codes. We called this decoder Extended Min-Sum (EMS). We show that it is possible to greatly reduce the computational complexity of the check node processing by computing approximate reliability measures with a limited number of values in a message. By choosing appropriate correction factors or offsets, we show that the EMS decoder performance are quite good, and in some cases better than the regular BP decoder. The optimal values of the factor and offset correction are obtained asymptotically with simulated density evolution. Our simulations on ultra-sparse codes over very high order fields show that non-binary LDPC codes are promising for applications which require low FER for small or moderate codeword lengths. The EMS decoder is a good candidate for practical hardware implementations of such codes.

1 Introduction

Low density parity check (LDPC) codes designed over $GF(q)$ (also referred to as $GF(q)$-LDPC codes) have been shown to approach Shannon limit performance for $q = 2$ and very long code lengths [1, 2, 4, 5]. On the other hand, for moderate code lengths, the error performance can be improved by increasing $q$ [6, 7]. However this improvement is achieved at the expense of increased decoding complexity.

A straightforward implementation of the belief propagation (BP) algorithm to decode $GF(q)$-LDPC codes has computational complexity dominated by $O(q^2)$ operations for each check sum processing [6]. As a result, no field of order larger than $q = 16$ was initially considered. Extending the ideas presented in [3], a more efficient approach using Fourier transforms over $GF(2^p)$ was presented in [8]. The description of this algorithm in the log-domain has been given in [9]. Note that the Fourier transform is easy to compute only when the Galois field is a binary extension field with order $q = 2^p$. In that case, this approach allows to reduce the computational complexity of the BP algorithm to $O(p2^p)$. Consequently, results for $2^p = 256$ were reported with this method [10, 7]. In [10], the formulation of this algorithm was further elegantly and conveniently modified based on the introduction of a tensorial representation. With this representation, the generalization of BP decoding over $GF(2)$ to any field of order $q = 2^p$ becomes very natural. We present in details the BP algorithm using tensoral notations in the first part of this paper.

Simplified iterative decodings of $GF(q)$-LDPC codes have also been investigated. For $q = 2$, the min-sum (MS) algorithm with proper modification has been shown to result in negligible performance degradation (less than 0.1 dB for regular LDPC codes) while performing additions only, and becoming independent of
the channel conditions [11]. Extension of this approach to any value \( q \) seems highly attractive. Unfortunately, such extensions are not straightforward as many simplifications can not be realized in conjunction with Fourier transforms. In [9], the authors present a log-domain BP decoder combined with a FFT at the check node input. However combining log-values and FFT requires a lot of exponential and logarithm computations, which may not be very practical. To overcome this issue, the authors propose the use of a look-up table (LUT) to perform the required operations. Although simple, this approach is of limited interest for codes over high order fields since the number of LUT accesses grows in \( q \log_2(q) \) for a single message. As a result, for fields of high order, unless the LUT has a prohibitively large size, the performance loss induced by the LUT approximation is quite large. In [9], the authors present simulation results for LDPC codes over fields up to GF(16), in which case the LUT approach remains manageable. In [12], the MS algorithm is extended to any finite field of order \( q \). Although only additions are performed and no channel information is necessary, its complexity remains \( O(q^2) \). As a result, only small values of \( q \) can be considered by this algorithm and for \( q = 8 \), a degradation of 0.5 dB over BP decoding is reported. Simplifications of BP decoding of GF(\( q \))-LDPC codes have also been considered in [13] for non-binary signaling.

In this paper, we develop a generalization of the MS algorithm which not only performs additions without the need of channel estimation, but also with the two following objectives: (i) a complexity much lower than \( O(q^2) \) so that finite fields of large order can be considered; and (ii) a small performance degradation compared with BP decoding. The first objective is achieved by introducing configuration sets, which allow to keep only a small number of meaningful values at the check node processing (note that while the check node processing is \( O(q^2) \), that of the variable node processing is only \( O(q) \) [12]). The second objective is achieved by applying at the variable node processing the correction techniques of [11] to the proposed algorithm.

The paper is organized as follows. In Section 2, the tensoral representation of the messages for GF(\( 2^p \))-LDPC codes [10] is further developed and we discuss the importance of such notation for the simplification of the decoding algorithm in the Fourier domain. The extended MS algorithms in the logarithm domain are derived in Section 3. We present the basic proposed algorithm (EMS), and its improved corrected versions using a scaling factor or an offset. The correction values are obtained by minimizing the decoding thresholds computed with density evolution techniques. Simulation results for small and moderate block lengths are discussed in Section 4 and concluding remarks are given in Section 5.

2 Decoding GF(\( 2^p \))-LDPC codes with Belief Propagation

In this section, we present the BP decoding algorithm of non-binary GF(\( 2^p \))-LDPC codes. This decoding algorithm has been already presented in the literature [6, 9, 10], but the presentation proposed in this paper is original and could be useful to a deeper understanding and analysis of GF(\( 2^p \))-LDPC decoders. The key points of a clear presentation of GF(\( 2^p \))-LDPC BP are (i) the use of a tensoral representation of the messages along the edges in the factor graph representation of the code, and (ii) transformations of the usual LDPC factor graph so that the BP equations can be written in a simple way.

2.1 Tensorial representation of the messages

In a GF(\( q \))-LDPC code, the parity check matrix \( H \) of size \( M \times N \) defining the kernel of the code \( \mathcal{C}_H \) is a sparse matrix, such that:

\[
\mathcal{C}_H = \left\{ \mathbf{u} \in GF(q)^N \mid H \mathbf{u} \equiv \mathbf{0} \right\}
\]

(1)

As in the binary case, the rank of \( H \) is \( N - K \) with \( K \geq N - M \) and the code rate is \( R = K/N \geq 1 - M/N \).
The factor graph representation of the code [15, 14] consists of a set of variable nodes belonging to GF(q) fully connected to a set of parity check nodes. The edges connecting the two sets of nodes carry messages that represent probability density functions (pdf’s) of the codeword symbols. Since the codeword symbols are random variables over GF(q), the messages are discrete pdf’s of size q. When the Galois field is an extension field of GF(2), that is when $q = 2^p$, the messages can be conveniently represented by tensors of size 2 and dimension $p$ [10]. Let us briefly describe this tensoral structure of the messages.

In the Galois field GF(2$^p$), the elements of the field can be represented by a polynomial $i(x) = \sum_{l=1}^{p} i_l x^{l-1}$ of degree $p - 1$ with binary coefficients. Any set of $p$ binary values $\{i_l\}_{l=1..p}$ thereby determines a unique field element $i(x)$. In the following, we use these polynomial notations to indicate when the operations (sums, products, etc) are performed in a Galois field.

Using this representation, a message on the edge connected to a variable node denoted $i(x)$ is a tensor $\{U[i_1..i_p]\}_{i_1..i_p}$ indexed by the binary coefficients of $i(x)$. For example, $U[0, 1, 1]$ corresponds to the probability $p(i(x) = x + x^2)$ in GF(8), conditionally to the random variables which depend on $i(x)$ in the factor graph.

### 2.2 Belief Propagation decoding over GF(2$^p$)

In order to simplify the notations used in the derivation of the equations, we omit temporal indices to describe the BP algorithm. The BP algorithm for non-binary LDPC codes is not a direct generalization of the binary case because the nonzero values of the matrix $H$ are not binary. There is however a way to link tightly the non-binary case to the binary case by modifying the factor graph. Let us take the example of a single row (check sum) with check degree $d_c$. A parity node in a LDPC code over GF(2$^p$) represents the following parity equation:

$$ \sum_{k=1}^{d_c} h_k(x)i_k(x) = 0 \mod p(x) \tag{2} $$

where $p(x)$ in the modulo operator is a degree $p - 1$ primitive polynomial of GF(q). Equation (2) expresses that the variable nodes needed to perform the BP algorithm on a parity node are not the codeword symbols alone, but the codeword symbols multiplied by nonzeros values of the parity matrix $H$. The corresponding transformation of the graph is performed by adding variable nodes corresponding to the multiplication of the codeword symbols $i_k(x)$ by their associated nonzero $H$-values. The transformation is depicted in Figure 1.

The function node that connects the two variable nodes $i_k(x)$ and $h_k(x)i_k(x)$ performs a permutation of the message values. The permutation that is used to update the message corresponds to the multiplication of the tensor indices by $h_k(x)$ from node $i_k(x)$ to node $h_k(x)i_k(x)$ and to the division of the indices by $h_k(x)$ the other way. Using this transformation of the factor graph, the parity node update is indeed a convolution of all incoming messages, just as in the binary case.

We use the following notations for the messages in the graph (see Figure 1). Let $\{V_{pv}\}_{v=1..d_v}$ be the set of messages entering a variable node of degree $d_v$, and $\{U_{vp}\}_{v=1..d_v}$ be the output messages for this variable node. The index 'pv' indicates that the message comes from a permutation node to a variable node, and 'vp' is for the other direction. We define similarly the messages $\{U_{pc}\}_{c=1..d_c}$ (resp. $\{V_{cp}\}_{c=1..d_c}$) at the input (resp. output) of a degree $d_c$ check node.

The initialization of the decoder is achieved with the channel likelihoods denoted $L[i_1..i_p]$. If the channel has binary input and Gaussian additive noise for example, then, the symbol likelihood has the form $L[i_1..i_p] = \prod_{k=1}^{p} l(i_k)$, where $l(i_k) = \text{Prob}(y_i | b_i = i_k)$ with $b_i$ being the $l-th$ bit of the GF(q) symbol, and $y_i$ is a Gaussian noisy version of $b_i$.

The three steps of one decoding iteration are then:
(S₁): product step, variable node update for a degree $d_c$ node:

$$U_{tp} = L \times \prod_{v=1, v \neq t}^{d_v} V_{pv} \quad t = 1 \ldots d_v$$

or

$$U_{tp}[i_1 \ldots i_p] = L[i_1 \ldots i_p] \prod_{v=1, v \neq t}^{d_v} V_{pv}[i_1 \ldots i_p] \quad (i_1 \ldots i_p) \in \{0,1\}^p, t = 1 \ldots d_v$$

(3)

where $\times$ is defined as the term by term product of tensors, and $L$ is the tensor of likelihoods computed from the channel output. Note that since the messages are probability density functions, one needs to normalize the messages after the product in (3) so that $\sum_{i_1 \ldots i_p} U_{tp}[i_1 \ldots i_p] = 1$.

(S₂): permutation step (from variable to check nodes):

$$\text{vec} (U_{pc}) = P_{h(x)} \text{vec} (U_{vp})$$

or

$$U_{pc}[i_1 \ldots i_p] = U_{vp}[j_1 \ldots j_p] \quad (i_1 \ldots i_p) \in \{0,1\}^p \text{ with } i(x) = h(x)j(x)$$

(4)

where $P_{h(x)}$ is a ($q \times q$) permutation matrix corresponding to $h(x)$ and vec($U$) collects in a column vector all the values of the tensor $U$. Note that since finite Galois fields are cyclic fields, the permutation $P_{h(x)}$ is actually a cyclic shift (rotation) of all the values in the message, except the value labeled by 0. As for the permutation step in the other direction, that is from check node to variable node, it is performed with the inverse permutation $P_{h(x)}^{-1}$.

(S₃): sum-product step: parity check node update for a degree $d_c$ node:

Using the secondary nodes $h(x)i(x)$, all the parity nodes have the same behavior, and no longer depend on the non-zeros entries of $H$. The BP update for a parity node of degree $d_c$ is effectively a convolution of probability densities on GF($2^p$):

$$V_{tp} = \bigotimes_{c=1, c \neq t}^{d_c} U_{pc} \quad t = 1 \ldots d_c$$

or

$$V_{tp}[i_1 \ldots i_p] = \sum_{\{i_c(x)\}_{c \neq t}}^{d_c} \prod_{c=1, c \neq t}^{d_c} U_{pc}[i_{c_1} \ldots i_{c_p}] \mathbb{I}_{\sum_{c=1}^{d_c} i_c(x) = 0} \quad t = 1 \ldots d_c$$

(5)

where $\mathbb{I}_S$ is the indicator function equal to 1 if and only if condition $S$ is fulfilled.

We could also express the sum in (5) without the help of an indicator function, by using a configurations set. We will see in the presentation of the EMS algorithm (Section 3) that the concept of configurations set is very useful. Let us consider the following set:

$$\text{Conf}_{i_c(x)} = \left\{ \{i_c(x)\}_{c \neq t} : \sum_{c=1}^{d_c} i_c(x) = 0 \right\}$$

(6)

Using (6), step (S₃) becomes:

(S₃): sum-product step: parity check node update for a degree $d_c$ node:

$$V_{tp}[i_1 \ldots i_p] = \sum_{\{i_c(x)\}_{c \neq t}}^{d_c} \prod_{c=1, c \neq t}^{d_c} U_{pc}[i_{c_1} \ldots i_{c_p}]$$

(7)
2.3 Fast Fourier Transform based Belief Propagation decoding

In the BP algorithm presented in the previous section, the computational complexity of step \((S_3)\) can rapidly become prohibitively large. The number of basic operations required to compute \(V_{tp}\) varies exponentially with both the field order \(q\) and the parity check degree \(d_c\). This complexity can be reduced to \(O(d_c q^2)\) by performing (5) recursively [6], but this remains too complex to allow the decoding of LDPC codes in very high order fields, and in many works the maximum field order is often restricted to \(q = 16\) with this approach.

It has been proposed in [10] to perform step \((S_3)\) in the frequency domain, which transforms the convolution into a simple product. The computation of step \((S_3)\) in the frequency domain has also been pointed out in [8, 9].

For densities of random variables in \(GF(2^p)\) represented by tensors, the Fourier transform is formally very simple to explain since it corresponds actually to \(p\) second order Fourier transforms, one in each dimension of the tensor.

**Proposition**

Let \(U_{i_1..i_p}\) be a tensor of order 2 and dimension \(p\), representing a density function of the random variable \(i(x) \in GF(2^p)\). The Fourier transform of \(U_{i_1..i_p}\) is given by:

\[
W = \mathcal{F}(U) = U \times_1 F \times_2 F \ldots \times_p F
\]

where \(\times_k\) represents the outer tensoral product in the \(k\)-th dimension of the tensor, and \(F\) is the \(2 \times 2\) matrix of second order Fourier transform given by:

\[
F = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix}
\]

As pointed out in [17], the Fourier transform \(\mathcal{F}(.)\) with the correct symbol-bit labeling reduces to the Hadamard transform. For more details about Fourier transforms on finite sets (groups, rings or fields), one can refer e.g. to [25] and the references within.

The outer tensoral product \(Z = U \times_k F\) is defined as, for \((i_1..i_{k-1}, i_{k+1}..i_p) \in \{0,1\}^{p-1}\):

\[
Z[i_1..i_{k-1}, 0, i_{k+1}..i_p] = \frac{1}{\sqrt{2}} (U[i_1..i_{k-1}, 0, i_{k+1}..i_p] + U[i_1..i_{k-1}, 1, i_{k+1}..i_p])
\]

\[
Z[i_1..i_{k-1}, 1, i_{k+1}..i_p] = \frac{1}{\sqrt{2}} (U[i_1..i_{k-1}, 0, i_{k+1}..i_p] - U[i_1..i_{k-1}, 1, i_{k+1}..i_p])
\]

Using the Fourier transform (8), one can change the parity check node into a product node in the factor graph of the \(GF(2^p)\)-LDPC code. The whole factor graph in the case of a regular \((d_v,d_c) = (2,4)\) is depicted in Figure 2. This leads to a modified version of step \((S_3)\):

\((S_3)_{FFT}\): frequency domain message update for a degree \(d_c\) check node:

\[
V_{tp} = \mathcal{F} \left( \prod_{c=1,c \neq t}^{d_c} \mathcal{F}(U_{pc}) \right) \quad t = 1 \ldots d_c
\]
The computational complexity of step \((S_3)_{FFT}\) is reduced to \(O(d_c pq)\). Moreover, we can remark that the special form of the Fourier transform in \(GF(2^p)\) only involves additions and no multiplication, which increases even more the decoding speed. Note that the use of tensoral notations has another advantage since the Fourier transform (8) is already expressed in its fast implementation form (FFT). This can be seen in the definition of the outer tensoral product which represents exactly the equations used in a butterfly implementation of the Fourier transform. This reduced complexity BP decoding allows to decode nonbinary LDPC codes in very high order fields and for large values of \(d_c\), or equivalently high code rates since \(R \geq 1 - d_v/d_c\).

3 Extended Min-Sum Algorithm in the Logarithm Domain (EMS)

In this section, we present a reduced complexity decoding algorithm for LDPC codes over \(GF(q)\), based on a generalization of the MS algorithm used for binary LDPC codes [11, 14, 16, 18, 26]. It is now well known that reduced complexity decoding algorithms are built in the logarithm domain, and this is for two main reasons. First, it transforms the products in (3)-(5) into simple sums and the normalization of the messages in (3) is no longer required. The second reason is that log-domain algorithms are usually more robust to the quantization effects when the messages are stored on a small number of bits [19, 24]. The practical decoding algorithms for turbo-codes (max-log-map, max∗-log-map) and LDPC codes (MS, logBP) are all expressed in the logarithm domain.

The simplified decoding algorithm that we propose also uses log-density-ratio (LDR) representations of the messages. In the binary case, only two probabilities define a message, and the LDR is defined as \(LDR(u) = \log(\text{prob}(u = 0)/\text{prob}(u = 1))\). In the \(q\)-ary case, the message is actually composed of \(q - 1\) nonzero LDR values. By convention, we consider the following LDR messages, for any tensorial message \(U\):

\[
U[i_1..i_p] = \log\left(\frac{U[i_1..i_p]}{U[0..0]}\right) \quad \forall (i_1..i_p) \in \{0, 1\}^p
\]

(10)

Therefore, we get \(U[0..0] = 0\).

The purpose of the EMS algorithm is to simplify the message update only at the check node output, by performing step \((S_3)\) with a reduced number of operations. By replacing the FFT in \((S_3)_{FFT}\) with another message update rule, it is no longer important that the field order is a power of 2\(^1\). Therefore, the EMS algorithm could be applied to any Galois field order \(q\) as long as \(q\) is a prime number or a power of a prime number. We have chosen to keep the tensoral notations used for \(GF(2^p)\) fields in order to have coherent notations with Section 2. It is straightforward to adapt the notations used in this section to any field order.

As in the previous section, we omit the temporal indices in the equations. Also, for ease of presentation and without loss of generality, we assume that the output message is labeled by \(d_c\) (the last branch of the check), which means that the incoming messages of a degree \(d_c\) check node are labeled \(\{U_{pc}, \forall c \in 1 \ldots d_c - 1\}\) and the output message is denoted \(V_{d_c,p}\).

3.1 Configuration Sets

Similarly to the binary case, the goal of any message passing algorithm is to assign a reliability measure to each and every entry in the output message \(V_{d_c,p}\), using the values of the incoming messages. In the

\[^1\text{We recall that the Fourier transform has the form (8) only for densities over } GF(2^p) \text{ and this motivated the choice of } q = 2^p \text{ in Section 2}\]
logBP algorithm, this reliability measure is the local *a posteriori* probability, but it is hard to compute efficiently. With a suboptimal EMS algorithm, we aim at computing a suboptimal reliability measure, with low computational complexity. To make it happen, we try not only to avoid any complex operations (multiplications, exponentials, logarithms, etc), but also to compute the output reliability using only a limited number of incoming values (obviously the largest of such values).

We start by selecting in each incoming message $\overline{U}_{pc}$ the $n_m$ largest values that we denote $\pi_{pc}^{(k_c)}$, $k_c = 1 \ldots n_m$. We use the following notation for the associated field elements $\alpha_c^{(k_c)}(x)$, so that we have (according to (10))

$$\pi_{pc}^{(k_c)} = \log \left( \frac{\text{Prob} \left( h_c(x) i_c(x) = \alpha_c^{(k_c)}(x) \right)}{\text{Prob} \left( h_c(x) i_c(x) = 0 \right)} \right) = \overline{U}_{pc} \left[ \alpha_c^{(k_{c1})} \ldots \alpha_c^{(k_{cp})} \right]$$

In principle, the number of values selected by the EMS algorithm could differ from one message to another, depending for example on the dynamic of the reliability. This issue is not discussed in this paper, and for simplicity of the presentation we select *exactly* $n_m$ values in each and every incoming message.

With these largest values, we build the following set of *configurations*:

$$\text{Conf}(n_m) = \left\{ \mathbf{\alpha}_k = \left[ \alpha_1^{(k_1)}(x), \ldots, \alpha_{d_c}^{(k_{d_c-1})}(x) \right]^T : \forall k = [k_1, \ldots, k_{d_c-1}]^T \in \{1 \ldots n_m\}^{d_c-1} \right\}$$

Any vector of $d_c - 1$ field elements in this set is called a *configuration*. The set $\text{Conf}(n_m)$ corresponds to the set of configurations built from the $n_m$ largest probabilities in each incoming message. Hence its cardinality is

$$|\text{Conf}(n_m)| = n_m^{d_c-1}$$

Note that $\text{Conf}(1)$ contains only one configuration that we call *order-0* configuration.

In some cases, such as for large values of $d_c$ or $n_m$, the number of considered configurations in $\text{Conf}(n_m)$ remains too large. In order to further reduce the number of chosen configurations, we consider the following subset of $\text{Conf}(n_m)$, for $n_c \leq d_c - 1$:

$$\text{Conf}(n_m, n_c) = \text{Conf}(n_m)^{(0)} \cup \text{Conf}(n_m)^{(1)} \cup \ldots \cup \text{Conf}(n_m)^{(n_c)}$$

where $\text{Conf}(n_m)^{(l)}$ is the subset of configurations that differ from the *order-$\theta$* configuration in exactly $l$ entries. The set $\text{Conf}(n_m, n_c)$ is therefore the subset of configurations belonging to $\text{Conf}(n_m)$ that differ at most in $n_c$ entries from the *order-$\theta$* configuration. The number of elements in $\text{Conf}(n_m, n_c)$ is

$$|\text{Conf}(n_m, n_c)| = \sum_{k=0}^{n_c} \binom{d_c - 1}{k} (n_m - 1)^k \simeq \binom{d_c - 1}{n_c} n_m^{n_c} \tag{11}$$

The idea of using $\text{Conf}(n_m, n_c)$ instead of $\text{Conf}(n_m)$ is that it is much smaller in many cases, and it is built from configurations with large probabilities since the *order-$\theta$* configuration is the one with the highest probability. We finally remark that $\text{Conf}(n_m) = \text{Conf}(n_m, d_c - 1)$.

To each configuration, we need to assign a reliability that is straightforward to compute. We have chosen the following function $L(\mathbf{\alpha}_k)$ as reliability measure:

$$L(\mathbf{\alpha}_k) = \sum_{c=1 \ldots d_c-1} \pi_{pc}^{(k_c)} \tag{12}$$
Note that this choice is arbitrary, but is based on an analogy with the binary case. Moreover, this choice of reliability seems natural since the EMS with parameters \((n_m, n_c) = (q, d_c - 1)\) is similar to the algorithm based on the approximation of the \(max^*()\) operator by a \(max()\) operator presented in [12]. With these notations, we are now able to build a EMS algorithm from the reliabilities \(L(\alpha_k)\) of the configurations in Conf\((n_m, n_c)\). To this aim, we denote Conf\(_{id_c}(n_m, n_c)\) the subset of Conf\((n_m, n_c)\) defined by the check node constraint:

\[
\text{Conf}_{id_c}(n_m, n_c) = \left\{ \alpha_k \in \text{Conf}(n_m, n_c) : h_{d_c}(x)i_{d_c}(x) + \sum_{c=1}^{d_c-1} \alpha_c^{(k_c)}(x) = 0 \right\}
\]

Finally, we remark that for some choices of the parameters \((n_m, n_c)\), the set Conf\(_{id_c}(n_m, n_c)\) could be empty. If Conf\(_{id_c}(n_m, n_c)\) is empty for some values of \(i_{d_c}(x)\), this could create a problem of convergence for the EMS algorithm since each and every entry in the output message has to be filled by a reliability. This statement has been verified by simulations. However, this problem is readily overcome by using the subsets Conf\(_{id_c}(q, 1)\) which are non-empty for any value of \(i_{d_c}(x) \in GF(q)\).

### 3.2 EMS Algorithm

Using the notations of the preceding section, the complete EMS algorithm is given thereafter:

**\((S_1)_{\text{EMS}}\):** sum step, variable node update for a degree \(d_v\) node:

\[
\mathbf{U}_{tp} = \mathbf{T} + \sum_{v=1,v\neq t}^{d_v} \mathbf{V}_{pv} \quad t = 1 \ldots d_v
\]

or \(\mathbf{U}_{tp}[i_1 \ldots i_p] = \mathbf{T}[i_1 \ldots i_p] + \sum_{v=1,v\neq t}^{d_v} \mathbf{V}_{pv}[i_1 \ldots i_p] \quad (i_1 \ldots i_p) \in \{0,1\}^p \quad (13)
\]

**\((S_2)_{\text{EMS}}\):** permutation step (from variable to check nodes):

\[
\text{vec} (\mathbf{U}_{pc}) = P_{h(x)} \text{vec} (\mathbf{U}_{vp})
\]

or \(\mathbf{U}_{pc}[i_1 \ldots i_p] = \mathbf{U}_{vp}[i_1 \ldots i_p] \quad (i_1 \ldots i_p) \in \{0,1\}^p \text{ with } i(x) = h(x)j(x) \quad (14)
\]

The permutation step from check to variable nodes is performed using \(P_{h(x)}^{-1}\).

**\((S_3)_{\text{EMS}}\):** message update for a degree \(d_c\) check node:

- from the \(d_c-1\) incoming messages \(\mathbf{U}_{pc}\), build the sets \(\mathcal{S}_{id_c}(x) = \text{Conf}_{id_c}(q, 1) \cup \text{Conf}_{id_c}(n_m, n_c)\), then

\[
\mathbf{V}_{d_c p}[i_{d_c} \ldots i_{d_c}] = \max_{\alpha_k \in \mathcal{S}_{id_c}(x)} \{L(\alpha_k)\} \quad (i_{d_c} \ldots i_{d_c}) \in \{0,1\}^p
\]

- post-processing

\[
\mathbf{V}_{c p}[i_1 \ldots i_p] = \mathbf{V}_{c p}[i_1 \ldots i_p] - \mathbf{V}_{c p}[0..0] \quad (i_1 \ldots i_p) \in \{0,1\}^p \text{ c = 1 \ldots } d_c \quad (16)
\]
The post-processing in step \( (S_3)_{EMS} \) is necessary for numerical reasons, to ensure the non-divergence of the algorithm. Without this post-processing, the values of the LDR messages would converge to the highest achievable numerical value in a few iterations. Subtracting the value of the messages at index 0 has also another meaning since it forces the output of the check nodes to have the same LDR structure as defined in (10).

It is readily seen that the EMS algorithm reduces to the MS algorithm when it is applied to GF(2) (the proof is given in Appendix A). This is why we named our algorithm the extended MS algorithm. Another way to see it is to express the check node update with the help of \( max^*(.) \) operators, and then approximate the expressions with \( max(.) \) operators, just as it is done in the MS algorithm [12].

### 3.3 Computation Complexity

For \( n_m = q \) and \( n_c = d_c - 1 \), the EMS algorithm becomes the MS algorithm proposed in [12]. As a result, the algorithm proposed in [12] has complexity per iteration \( O(N_d q) \) at the variable nodes and \( O(M d_c q^2) \) at the check nodes, assuming the recursive updating proposed in [6]. In our approach, the main differences in complexity are the additional cost to determine the configuration sets \( \text{Conf}(n_m, n_c) \) and the resulting reduced cost to evaluate the values \( \tau_{cp} \).

At each node, all configuration sets can be determined by identifying the \( n_m \) largest values for each of the \( d_c \) incoming branches. Based on a binary tree representation, the resulting cost becomes \( O(M d_c (q + (n_m - 1) \log q)) \).

The recursive approach of [6] can still be implemented in conjunction with configuration sets. For simplicity, we consider all representations in \( \text{Conf}(n_m) \). Both the forward and backward recursions start with \( n_m \) values, and at their first step, evaluate up to \( n_m^2 \) intermediary reliability values (in which case no operations are needed). However, as soon as all \( q \) possible intermediary reliability values have been evaluated, the number of operations becomes \( n_m q \) for the remaining steps. As a result, the complexity of this approach can be evaluated as \( O(M d_c n_m q) \).

This recursive approach requires \( d_c \) serial steps. Another possible approach with a higher level of parallelism if \( n_c < d_c - 1 \) is to compute the values in \( \text{Conf}(n_m)^{(i)} \) from those in \( \text{Conf}(n_m)^{(i-1)} \) for \( i = 1 \ldots n_c \). Since given a representation in \( \text{Conf}(n_m)^{(i)} \), it is always possible to find a representation in \( \text{Conf}(n_m)^{(i-1)} \) which differs in at most one position, the resulting complexity becomes based on (11): \( O(M d_c (a_{n_c} - 1)n_m n_c) \).

In general, the complexity of this direct non recursive approach is slightly higher than that of the previous recursive one, but the number of serial steps is reduced from \( d_c \) to \( n_c + 1 \).

We observe that both approaches significantly reduce the complexity \( O(M d_c q^2) \) of the algorithm proposed in [12]. In fact, for values of \( n_m \) and \( n_c \) which allow to approach the performance of BP decoding (with the enhancements discussed in the next section), these complexities are of the same order of \( O(M d_c q \log q) \) which corresponds to the implementation of BP with FFTs. However only additions are performed in our simplified approach.

### 3.4 Scaled and offset EMS Algorithms

The EMS algorithm is suboptimal and naturally introduces a performance degradation compared to the BP algorithm. The main reason (although not necessarily the only reason) of this degradation is that the reliabilities computed in the EMS algorithm are over-estimated. This causes the suboptimal algorithm to converge too rapidly to a local minimum, which is most often a pseudo-codeword. This behavior has also been observed for binary LDPC codes decoded with MS as well as for turbo-codes decoded with \( \text{max}^* \)-log-map (either parallel or block turbo-codes). For binary LDPC codes, a simple technique that is used to compensate for this over-estimation is to reduce the magnitude of the messages at the variable
node input by means of a factor or an offset [19]. We propose to apply these correction techniques to the
EMS algorithm, either using a factor correction (17) or an offset correction (18).

\[(S_1)_{\text{EMS factor}}: \text{sum step with factor correction, variable node update for a degree } d_v \text{ node:}\]

\[\nu_{pv}[i_1..i_p] = \nu_{pv}[i_1..i_p]/\alpha_{\text{fac}} \quad (i_1..i_p) \in \{0,1\}^p \tag{17}\]

\[U_{tp} = L + \sum_{v=1,v\neq t}^{d_v} \nu_{pv} \quad t = 1 \ldots d_v \]

or \[U_{tp[i_1..i_p]} = L[i_1..i_p] + \sum_{v=1,v\neq t}^{d_v} \nu_{pv[i_1..i_p]} \quad (i_1..i_p) \in \{0,1\}^p \]

\[(S_1)_{\text{EMS offset}}: \text{sum step with offset correction, variable node update for a degree } d_v \text{ node:}\]

\[\nu_{pv[i_1..i_p]} = \max(\nu_{pv[i_1..i_p]} - \alpha_{\text{off}}, 0) \quad \text{if } \nu_{pv[i_1..i_p]} > 0\]

\[\nu_{pv[i_1..i_p]} = \min(\nu_{pv[i_1..i_p]} + \alpha_{\text{off}}, 0) \quad \text{if } \nu_{pv[i_1..i_p]} < 0 \tag{18}\]

\[U_{tp} = L + \sum_{v=1,v\neq t}^{d_v} \nu_{pv} \quad t = 1 \ldots d_v \]

or \[U_{tp[i_1..i_p]} = L[i_1..i_p] + \sum_{v=1,v\neq t}^{d_v} \nu_{pv[i_1..i_p]} \quad (i_1..i_p) \in \{0,1\}^p \]

Of course, the values of the factor (or offset) have to be chosen carefully, by optimizing an ad-hoc cost function. In this paper, we have chosen the values of the correction factor by minimizing the decoding threshold of the LDPC code, computed with estimated density evolution. The density evolution is simulated by means of Monte Carlo estimations of the densities, using a sufficiently large number of samples in order to get a low variance of estimation on the threshold value. In our simulations, a number of \(N_{MC} = 20000\) message samples was sufficient to get good threshold variances. Note that this number is rather small since the LDPC codes that we consider all have \(d_v = 2\), which means that they are the sparsest LDPC codes possible, and for ultra-sparse LDPC codes with \(d_v = 2\) the asymptotic behavior of the decoding algorithms is reached very rapidly. The decoding threshold \(\delta\) is defined as the minimum signal to noise ratio \((E_b/N_0)_{dB}\) such that the bit error probability goes to zero as the number of decoding iterations goes to infinity. In practice, we choose a maximum of 200 decoding iterations and we stop the density evolution when the bit error probability is lower than \(10^{-3}\). Note that we use density evolution techniques only to choose the correction values and not to compute accurate thresholds. In Figure 3 the decoding thresholds \(\delta = (E_b/N_0)_{dB}\) are depicted as a function of the correction factor (or offset), for the \((d_v, d_c) = (2, 4)\) LDPC code over GF(256), and for two different EMS complexities \((n_m, n_c) = (7, 2)\) and \((n_m, n_c) = (13, 3)\). We notice that the threshold is actually a good cost function in order to choose the correction values since the curves are convex-∪ and have a unique global minimum. We observe as in the binary case that the optimum values for the offset correction are slightly worse than for the factor correction [11]. The thresholds and the corresponding correction values for various codes and complexities are tabulated and discussed in the next section.
4 Performance comparison

4.1 Code thresholds and correction factors

The optimum threshold values of the scaled and offset EMS algorithms with \((n_m, n_c) = (7, 2)\) and \((n_m, n_c) = (13, 3)\) and different field orders have been reported in Table 1 for the rate \(R = 1/2\) (\(d_v = 2, d_c = 4\)) code and the rate \(R = 3/4\) (\(d_v = 2, d_c = 8\)) code. For comparison purpose, the capacity limit is \((E_b/N_0)_{min} = 0.18\) dB for \(R = 1/2\) and \((E_b/N_0)_{min} = 1.63\) dB for \(R = 3/4\). As expected, the threshold values improve as \(n_m\) and \(n_c\) increase, and can approach the threshold of BP closely with much less complexity. For \((n_m, n_c) = (13, 3)\), we observe that the best values are obtained for \(q = 128\) in both cases. This can be explained by the fact that as \(q\) increases, the gap between BP decoding and the simplest corrected EMS algorithm obtained for \((n_m, n_c) = (2, 1)\) increases too. For the \((d_v = 2, d_c = 4)\) code and \((n_m, n_c) = (2, 1)\), the threshold values of the factor correction (respectively offset correction) EMS are \(\delta = 1.58\) dB (respectively \(\delta = 2.18\) dB) for \(q = 64\), \(\delta = 1.69\) dB (respectively \(\delta = 2.43\) dB) for \(q = 128\) and \(\delta = 1.81\) dB (respectively \(\delta = 2.69\) dB) for \(q = 256\). This explains why, as \(q\) increases, it is necessary to increase also \((n_m, n_c)\) in order to stay close to the BP threshold.

The optimum threshold value \(\delta\) for the scaled and offset EMS algorithms with \((n_m, n_c) = (7, 2)\) and \((n_m, n_c) = (13, 3)\) has been represented as a function of \(q\) and compared to that of BP decoding in Figure 4. We observe that for fields of small order (say \(q \leq 32\)), the corrected EMS algorithms with \((n_m, n_c) = (7, 2)\) are sufficient to closely approach BP decoding and the performance improves as \(q\) increases. For \(q = 64\) and \(q = 128\), the corrected EMS algorithms with \((n_m, n_c) = (13, 3)\) are necessary to approach BP, with a performance still improving as \(q\) increases. However, for \(q \geq 256\), larger values \((n_m, n_c)\) are required to approach BP. However for these large field, the potential performance gain achieved by increasing \(q\) is very small. We observe that this trend is similar to that reported in [7] with respect to the weight profile of the random ensembles of GF(\(q\))-LDPC codes.

4.2 Frame error rate performance for small codeword lengths

In this section, we present the simulation results of the different EMS algorithms for various LDPC codes and various field orders. Motivated by the asymptotical threshold analysis presented in the last section, we focus on codes over high order field, that is GF(64), GF(128) and GF(256). For those high orders, it has been shown that the best LDPC codes decoded with BP should be ultra-sparse [7, 8], that is, with the minimum variable node connection \(d_v = 2\). We have therefore simulated LDPC codes for two different rates and with \(d_v = 2\): rate \(R = 1/2\) (\(d_v = 2, d_c = 4\))-LDPC codes and rate \(R = 3/4\) (\(d_v = 2, d_c = 8\))-LDPC codes. These codes have been designed with the PEG method of [20]. In all cases, the correction values have been chosen as those reported in Table 1, assuming the code lengths are long enough to validate results obtained via density evolution. In our simulations, we have more extensively studied the impact of the field order and the codeword length on the (2, 4)-LDPC code.

Figures 5 and 6 show the frame error rate (FER) of the (2, 4)-LDPC code for a small codeword size corresponding to a typical ATM frame (\(K = 53\) information bytes), for two fields, GF(256) and GF(64), respectively. We observe that for GF(256), with a significant complexity reduction, the EMS algorithm with \((n_m, n_c) = (13, 3)\) and offset correction performs within 0.15 dB of BP decoding. Hence the threshold value obtained via density evolution provides a good estimate in that case. The EMS algorithm with \((n_m, n_c) = (13, 3)\) and factor correction performs even slightly better at low SNR values, but suffers from an error floor. This behavior with scaling correction factor has also been observed for irregular binary LDPC codes and in that case, can be compensated [21]. The sphere packing bound (SPB) of [22] has also been represented in Figures 5. We observe that the EMS algorithm with correction performs within 1.0 dB of the SPB with relatively low complexity. Hence the code considered is quite powerful considering that the SPB does not take into account the losses due to BPSK modulation (roughly evaluated at 0.2 dB) and
to iterative decoding (especially for such a relatively short code length). In fact, such codes have lengths for which very few competitive codes close to the SPB and decodable in real time can be found (for short lengths, BCH codes are close to the SPB and for long lengths, turbo or LDPC codes are close to the SPB) [23]. These observations confirm that medium length non-binary LDPC codes over large finite fields are good codes [6, 7] and our results provide efficient decoding algorithms for fast VLSI implementations of these codes.

The performance gaps between the same algorithms become much smaller for the GF(64) code represented in Figure 6, mostly due to the fact that the relative difference between the field order $q$ and the algorithm complexity $(n_m, n_c)$ is much smaller compared to the GF(256) code. We can also observe a poorer performance achieved by BP decoding in that case, with an error floor starting at the FER $10^{-4.5}$. This can be attributed to both the smaller field order which worsen the low weight profile [7] and the suboptimality of iterative decoding. For indoor applications with those packet sizes, a frame error rate of about $10^{-2} - 5 \cdot 10^{-3}$ (very high) is usually desired. For other applications, still with those packet sizes (such as satellite communications), a FER below $10^{-8} - 10^{-9}$ (very low) needs to be achieved. Consequently, the results reported in Figures 5 and 6 are relevant to either case.

In order to show that our approach is general and also works for large values of $d_c$ (and especially with $n_c$ much smaller than $d_c$), the results for the $(2, 8)$-LDPC code over GF(128) are depicted in Figure 7. The EMS still performs very well compared to BP while $n_c = 2$ or $n_c = 3$ is very small compared to $d_c = 8$. The same remarks made for the previous figures apply to this figure.

Figures 8 and 9 depict the performance of the $(2, 4)$-LDPC codes for a larger codeword length corresponding to a typical MPEG frame size of $K = 188$ information bytes. In both cases, a better error performance has been achieved due to the increase in code length, and the same remarks as for the shorter codes can be made. Moreover, we observe that the gap between the SPB and the offset correction EMS has not increased compared to Figures 5-6. This is important since it shows that our reduced complexity algorithm is robust to the length of the LDPC codes.

Finally, we observe a phenomenon that has been already pointed out for irregular binary LDPC codes; the MS (in our case the EMS) corrected by an offset value could perform better than the BP algorithm at low FER. This can be seen in Figures 6, 7 and 9. Although this could be surprising, we must recall that the BP algorithm is not optimal, and that the effect of pseudo-codewords due to the presence of cycles in finite length codes could be different on the decoding algorithms.

5 Conclusion

We have presented several decoding algorithms for nonbinary LDPC codes over GF($q$) which aim at reducing the computational complexity compared to the regular BP decoder. In the probability domain, the complexity of BP can be greatly reduced by performing the check node updates in the frequency domain. Although the use of FFTs has already been proposed in the literature for nonbinary codes, we show in this paper that the use of a tensorial representation of the messages is useful for a comprehensive description of the decoder. The complexity of the BP-FFT decoder is reduced to $O(d_c q \log_2(q))$ per degree $d_c$ check node but still suffers from the fact that multiplications and divisions (for message normalization) are required. In order to avoid these complex operations, we have also proposed reduced complexity algorithms in the log-domain using log-density-ratio as messages. The proposed EMS algorithm is a generalization of the MS algorithm used for binary codes, and has the advantage of performing additions only, while using only a limited number $n_m$ of messages for the check node update. We stress the fact that we focus on a local simplification of the check node processing. This means in particular that the EMS algorithm apply both for regular and irregular nonbinary LDPC codes, although all the simulations in this paper were done with regular LDPC codes.
The complexity of the EMS algorithm is $O(d, n_m q)$ per check node. For values of $n_m$ providing near-BP error performance, this complexity is roughly the same as that of the BP-FFT decoder, but without multiplications or divisions. We have also shown that by correcting the messages along the decoding process, the EMS algorithm can approach the performance of the BP-FFT decoder and even in some cases slightly outperform the BP-FFT decoder. The correction techniques that we developed are based on an application of a factor or an offset to the messages at the input of a variable node, and the factor/offset has been optimally chosen with the help of simulated density evolution. The EMS algorithm then becomes a good candidate for hardware implementation of nonbinary LDPC decoders, since its complexity has been greatly reduced compared to that of other decoding algorithms for non binary LDPC codes and the performance degradation is small or negligible.
A EMS reduces to MS in GF(2)

In this appendix, it is shown that the proposed suboptimal algorithm is based on assumptions that are coherent with the binary MS algorithm. More precisely, when we apply EMS to the binary case, it reduces to the MS algorithm. Since one can compute the check node output message recursively, taking the input messages pairwise, we can limit our discussion to the case of only two incoming messages and one output message.

A.1 Min-Sum Algorithm

In the binary case, the messages in their tensoral representation are simple vectors:

\[
U_0 = \begin{bmatrix} U_0[0] \\ U_0[1] \end{bmatrix} \quad U_1 = \begin{bmatrix} U_1[0] \\ U_1[1] \end{bmatrix} \quad V_2 = \begin{bmatrix} V_2[0] \\ V_2[1] \end{bmatrix}
\]  

(19)

Let \( u_0 = \log(U_0[0]/U_0[1]) \) and \( u_1 = \log(U_1[0]/U_1[1]) \) be the two input messages in their usual LDR form, and let \( v_2 = \log(V_2[0]/V_2[1]) \) be the output message. The MS algorithm is given by:

\[
v_2 = \text{sign}(u_0) \text{sign}(u_1) \min(|u_0|, |u_1|)
\]  

(20)

In order to compare the two algorithms (MS, EMS), we consider four cases:

**Case 1:** \((u_0 > 0, u_1 > 0, |u_0| > |u_1|) \Rightarrow v_2 = |u_1| = u_1\)

**Case 2:** \((u_0 < 0, u_1 < 0, |u_0| > |u_1|) \Rightarrow v_2 = |u_1| = -u_1\)

**Case 3:** \((u_0 < 0, u_1 > 0, |u_0| < |u_1|) \Rightarrow v_2 = -|u_1| = u_0\)

**Case 4:** \((u_0 > 0, u_1 < 0, |u_0| < |u_1|) \Rightarrow v_2 = -|u_1| = -u_0\)

Note that these four cases are sufficient because the other four possible cases are symmetrical only by exchanging \( u_0 \) and \( u_1 \).

A.2 EMS algorithm in GF(2)

The messages used in the EMS algorithm are defined by (see (10)):

\[
\overline{U}_0 = \begin{bmatrix} 0 \\ \overline{U}_0[1] \end{bmatrix} \quad \overline{U}_1 = \begin{bmatrix} 0 \\ \overline{U}_1[1] \end{bmatrix} \quad \overline{V}_2 = \begin{bmatrix} 0 \\ \overline{V}_2[1] \end{bmatrix}
\]  

(21)

where \( \overline{U}_0[1] = -u_0, \overline{U}_1[1] = -u_1 \) and \( \overline{V}_2[1] = -v_2 \).

We have performed step \((S_3)_{EMS}\) of the EMS algorithm in each of the four cases:

**Case 1:** \( \overline{V}_2 = \begin{bmatrix} 0 \\ \overline{U}_1[1] \end{bmatrix} \) after post-processing \( \overline{V}_2 = \begin{bmatrix} 0 \\ \overline{U}_1[1] \end{bmatrix} \)

**Case 2:** \( \overline{V}_2 = \begin{bmatrix} \overline{U}_0[1] + \overline{U}_1[1] \\ \overline{U}_0[1] \end{bmatrix} \) after post-processing \( \overline{V}_2 = \begin{bmatrix} 0 \\ -\overline{U}_1[1] \end{bmatrix} \)

**Case 3:** \( \overline{V}_2 = \begin{bmatrix} 0 \\ \overline{U}_0[1] \end{bmatrix} \) after post-processing \( \overline{V}_2 = \begin{bmatrix} 0 \\ \overline{U}_0[1] \end{bmatrix} \)
Case 4: \( \mathbf{v}_2 = \left[ \mathbf{v}_0[1] + \mathbf{v}_1[1] \right] \) after post-processing \( \mathbf{v}_2 = \left[ \begin{array}{c} 0 \\ -\mathbf{u}_0[1] \end{array} \right] \)

The results obtained by the EMS algorithm are the same than for the MS algorithm. The two algorithms are therefore equivalent in GF(2).
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<table>
<thead>
<tr>
<th>Code</th>
<th>$q$</th>
<th>$(n_m, n_c)$</th>
<th>EMS $\alpha_{fac}$</th>
<th>EMS $\alpha_{off}$</th>
<th>BP $\delta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(d_v = 2, d_c = 4)$</td>
<td>64</td>
<td>(7,2)</td>
<td>$\alpha = 1.2$</td>
<td>$\alpha = 0.5$</td>
<td>$\delta = 0.73$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(13,3)</td>
<td>$\alpha = 1.15$</td>
<td>$\alpha = 0.4$</td>
<td>$\delta = 0.645$</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>(7,2)</td>
<td>$\alpha = 1.35$</td>
<td>$\alpha = 0.9$</td>
<td>$\delta = 0.84$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(13,3)</td>
<td>$\alpha = 1.2$</td>
<td>$\alpha = 0.5$</td>
<td>$\delta = 0.61$</td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>(7,2)</td>
<td>$\alpha = 1.6$</td>
<td>$\alpha = 1.8$</td>
<td>$\delta = 1.10$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(13,3)</td>
<td>$\alpha = 1.3$</td>
<td>$\alpha = 0.6$</td>
<td>$\delta = 0.64$</td>
</tr>
<tr>
<td>$(d_v = 2, d_c = 8)$</td>
<td>64</td>
<td>(7,2)</td>
<td>$\alpha = 1.4$</td>
<td>$\alpha = 0.9$</td>
<td>$\delta = 2.09$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(13,3)</td>
<td>$\alpha = 1.25$</td>
<td>$\alpha = 0.55$</td>
<td>$\delta = 1.99$</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>(7,2)</td>
<td>$\alpha = 1.6$</td>
<td>$\alpha = 1.3$</td>
<td>$\delta = 2.15$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(13,3)</td>
<td>$\alpha = 1.4$</td>
<td>$\alpha = 0.7$</td>
<td>$\delta = 1.98$</td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>(7,2)</td>
<td>$\alpha = 1.8$</td>
<td>$\alpha = 2.0$</td>
<td>$\delta = 2.27$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(13,3)</td>
<td>$\alpha = 1.4$</td>
<td>$\alpha = 0.7$</td>
<td>$\delta = 1.99$</td>
</tr>
</tbody>
</table>

Table 1: Correction factors and offsets for the $(d_v = 2, d_c = 4)$-LDPC and the $(d_v = 2, d_c = 8)$-LDPC codes, for three different fields.
Figure 1: Transformation of the factor graph in order to explicitly represent the nonzero values in the matrix $H$. 
Figure 2: Factor graph of a LDPC code over $\text{GF}(2^p)$. 
Correlation factor

\[ \delta = \left( \frac{E_b}{N_0} \right)_{\text{dB}} \]

\[ (n_m, n_c) = (13, 3) \text{ factor} \]
\[ (n_m, n_c) = (7, 2) \text{ factor} \]
\[ (n_m, n_c) = (13, 3) \text{ offset} \]
\[ (n_m, n_c) = (7, 2) \text{ offset} \]

Figure 3: Decoding threshold of a regular (2, 4) LDPC code over GF(256) vs. correction factors.
Figure 4: Threshold value $\delta = (E_b/N_0)_{dB}$ versus the field order for the $(d_v = 2, d_c = 4)$-LDPC code.
Frame Error Rate (in dB)

Frame Error Rate vs. $E_b/N_0$ for different LDPC code parameters and decoding algorithms. The figure shows the comparison between BP and EMS decodings for a regular (2,4)-LDPC code over GF(256) ($R = 1/2$, $N = 106$ GF(256) symbols, $N_b = 848$ equivalent bits). 50 decoding iterations have been used for all decoders.

Figure 5: Comparison between BP and EMS decodings for a regular (2,4)-LDPC code over GF(256) ($R = 1/2$, $N = 106$ GF(256) symbols, $N_b = 848$ equivalent bits). 50 decoding iterations have been used for all decoders.
Figure 6: Comparison between BP and EMS decodings for a regular (2,4)-LDPC code over GF(64) ($R = 1/2$, $N = 142$ GF(64) symbols, $N_b = 852$ equivalent bits). 50 decoding iterations have been used for all decoders.
Figure 7: Comparison between BP and EMS decodings for a regular (2,8)-LDPC code over GF(128) 
($R = 3/4, N = 84$ GF(128) symbols, $N_b = 588$ equivalent bits). 50 decoding iterations have been used 
for all decoders.
Figure 8: Comparison between BP and EMS decodings for a regular (2,4)-LDPC code over GF(256) ($R = 1/2$, $N = 376$ GF(256) symbols, $N_b = 3008$ equivalent bits). 50 decoding iterations have been used for all decoders.
Figure 9: Comparison between BP and EMS decodings for a regular (2,4)-LDPC code over GF(64) ($R = 1/2$, $N = 500$ GF(64) symbols, $N_b = 3000$ equivalent bits). 50 decoding iterations have been used for all decoders.
List of Figures

1 Transformation of the factor graph in order to explicitly represent the nonzero values in the matrix $H$. 18
2 Factor graph of a LDPC code over GF($2^p$). 19
3 Decoding threshold of a regular (2,4) LDPC code over GF(256) vs. correction factors. 20
4 Threshold value $\delta = (E_b/N_0)_{dB}$ versus the field order for the $(d_v = 2, d_c = 4)$-LDPC code. 21
5 Comparison between BP and EMS decodings for a regular (2,4)-LDPC code over GF(256) $(R = 1/2, N = 106$ GF(256) symbols, $N_b = 848$ equivalent bits). 50 decoding iterations have been used for all decoders. 22
6 Comparison between BP and EMS decodings for a regular (2,4)-LDPC code over GF(64) $(R = 1/2, N = 142$ GF(64) symbols, $N_b = 852$ equivalent bits). 50 decoding iterations have been used for all decoders. 23
7 Comparison between BP and EMS decodings for a regular (2,8)-LDPC code over GF(128) $(R = 3/4, N = 84$ GF(128) symbols, $N_b = 588$ equivalent bits). 50 decoding iterations have been used for all decoders. 24
8 Comparison between BP and EMS decodings for a regular (2,4)-LDPC code over GF(256) $(R = 1/2, N = 376$ GF(256) symbols, $N_b = 3008$ equivalent bits). 50 decoding iterations have been used for all decoders. 25
9 Comparison between BP and EMS decodings for a regular (2,4)-LDPC code over GF(64) $(R = 1/2, N = 500$ GF(64) symbols, $N_b = 3000$ equivalent bits). 50 decoding iterations have been used for all decoders. 26