Improving Texture Description in Remote Sensing Image Multi-Scale Classification Tasks By Using Visual Words
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Abstract

Although texture features are important for region-based classification of remote sensing images, the literature shows that texture descriptors usually have poor performance when compared and combined with color descriptors. In this paper, we propose a bag-of-visual-words (BOW) “propagation” approach to extract texture features from a hierarchy of regions. This strategy improves efficacy of feature as it encodes texture information independently of the region shape. Experiments show that the proposed approach improves the classification results when compared with global descriptors using the bounding box padding strategy.

1 Introduction

The use of high resolution images has allowed the extraction of texture features, in addition to the widely used spectral information. Although texture features are commonly extracted by using techniques developed to generic applications, its extraction on arbitrary-shaped regions obtained by segmentation algorithms is still a problem. Usually, the regions are extended to a rectangular area [7] which can be performed either by obtaining the inner rectangle from the region or by using the region bounding box. The first strategy cannot usually represent the property of the entire region well. The strategy using region bounding box consists of filling the outside area between the region and its box with a pre-defined value to reduce the interference of external pixels in the extracted texture pattern. This process is known as padding [7] and the most common approach is to assign zero to the external pixels (ZR-Padding). Liu et al. [8] have tested different padding techniques. However, there is no analysis about the impact of using the padding strategy in the final classification results.

Recently, the use of different texture descriptors in remote sensing image (RSI) classification has been evaluated. In [3], an evaluation of seven successful global descriptors that encode texture information in RSI applications was performed. In another study [4], three of those descriptors were used by employing a padding strategy. The objective was to evaluate a Multiscale Classification (MSC) approach used to combine texture- and color-based weak classifiers. Experiment results with global descriptors obtained in both works lead to two main conclusions: (1) texture features produce worse results than spectral information in our coffee crop recognition application; and (2) texture features have small contribution to the classification accuracy when combined with descriptors that encode spectral information. Although these conclusions are not surprising, we believe that texture information could be better exploited if its extraction is independent of segmentation.

In this paper, we propose a solution based on bag of visual words to extract features from regions independently of their shape. We have also extended this idea to deal with hierarchy of regions [6]. The strategy starts by extracting features from interesting points in the “image level”. Then, starting from the finer scale to the coarser one, the features are propagated to all regions of the hierarchy without having to extract the low-level features again for each hierarchy level. The propagation is performed by grouping into histograms the features that belong to points inside the regions. This approach establishes a relationship between the features of the regions that belong to the same branch of the hierarchy.

2 Bag-of-Visual Words

In this article we use the notion of global and local descriptor that is normally employed in content-based image retrieval. Global descriptors consists in describing an object (image or region, for example) by using all available pixels. Local descriptors, in turn, are extracted from predefined points of interest in the object. Hence, if an object has more than one point of interest in its interior, it can be described by more than one feature vector. A very efficient way to combine the characteristics that describe an object is to group them through the
visual word concept.

To create a visual dictionary and, then, an image representation based on visual words, the bag-of-visual-words (BOW), several steps need to be performed and many variations can be employed in each step. Initially, local low-level features are extracted from images. Interest-point detectors or simply a dense grid over the image are used to select images local patches. Literature presents better results for dense sampling in classification tasks [10]. Each local patch is described by an image descriptor, being SIFT the most popular one. The feature space is then quantized originating the visual words. In spite of the fact that k-means is still a common technique for feature space quantization, due to the curse of the dimensionality, a simple random selection generates dictionaries of similar quality [12].

Given the visual dictionary, image representations are created using it. The feature vectors of images local patches are assigned to one or more visual words in the dictionary. Hard and soft assignment can be used, being soft assignment more robust to feature space quantization problems [11]. While hard assignment assigns to a local patch the label of the nearest visual word in the feature space, soft assignment considers all the visual words near to a local patch, proportionally to their distance. Soft assignment of a local patch \( p_i \) to a dictionary of \( k \) words can be formally given by Equation 1 [11]:

\[
\alpha_{i,j} = \frac{K_\sigma(D(p_i, w_j))}{\sum_{l=1}^{k} K_\sigma(D(p_i, w_l))}
\]

where \( j \) varies from 1 to \( k \), \( K_\sigma(x) = \frac{1}{\sqrt{2\pi}\sigma} \times \exp(-\frac{x^2}{2\sigma^2}) \), and \( D(a, b) \) is the distance between vectors \( a \) and \( b \). We have used soft assignment in our experiments (\( \sigma = 60 \)). The assignment step results in one \( k \)-dimensional vector \( \alpha_i \) for each point in the image. To summarize the set of image local descriptions into one single feature vector, a pooling step is applied. Average and max pooling are popular strategies employed, with an advantage to the latter [1]. Average pooling can be formally defined as follows: \( h_j = (\sum_{i=1}^{N} \alpha_{i,j})/N \). Max pooling is given by the following equation: \( h_j = \max_{i \in N} \alpha_{i,j} \). In both equations, \( N \) is the number of points in the image and \( j \) varies from 1 to \( k \).

Bag-of-visual-words (BOW) has been used to encode features in remote sensing applications in other recent works [2, 5, 9]. However, our work differs from them as it considers the problem of extracting features in a hierarchy of regions. Another difference of our work is concerned with the evaluation of several different parameters related to the bag-of-words representation. Finally, we discuss the problems that concern the efficient extraction of texture information in arbitrary-shaped regions.

3 Proposed Feature Extraction Model

The Multiscale Classification (MSC) approach [4] aims to combine different features at multiple scales of segmentation to perform remote sensing image classification. The strategy is based on the paradigm of boosting, whose principle is to combine weak classifiers to build an efficient global one. MSC exploits a hierarchy of regions, obtained by using the Guigues algorithm [6].

Figure 1 illustrates the process of feature extraction using global descriptors, which is the approach initially adopted to extract texture from the hierarchy in the MSC. At the beginning, several partitions \( P_\lambda \) of hierarchy \( H \) at various scales \( \lambda \) are selected. Then, at each scale \( \lambda \), a set of features is computed for each region \( R \in P_\lambda \). To extract texture features, the bounding box is computed by using the “mean value padding”, as suggested in [8].

Figure 2 illustrates the strategy of feature extraction using visual words that we propose in this paper. The first step is to define points of interest in the image. Local features are computed for each point of interest. Therefore, the feature extraction is independent of segmentation. At the finer scale \( \lambda_1 \), for each region \( R \in P_{\lambda_1} \) we compute the histogram of visual words based on the features extracted from the interest points that belong to \( R \). Then, from the finer scales to the coarser ones, the features are “propagated” to all regions in the hierarchy. We called “propagation” the process of computing histograms (i.e., bags) of visual words for each region \( R \in P_\lambda \) by combining the histograms of its \( R \) children. The combination of histograms is performed by adapting the pooling strategies described in Section 2. In the case of max pooling, the histogram of the region \( R \) is composed by the maximum values present in the children histograms. Concerning average pooling, we have to keep the amount of points of interest used to compute the histogram of each child.

The histogram of the region is a weighted average of its children histograms, where the weight is the amount of points of interest used to compute each child histogram. Note that the process of propagation produces the same histograms that if they are calculated directly from the points of interest. The propagation advantage is that is faster to combine children histograms than directly compute the histograms from the points of interest.
4 Experiments

We carried out experiments aiming to address the following questions: What is the impact of extracting features depending on the arbitrary-shaped regions? Which are the best set of parameters to encode texture information using visual words? Are bag-of-visual-words more suitable for RSI classification tasks than using successful global descriptors with padding?

4.1 Setup

**RSI Data:** The image used was captured by the SPOT satellite and corresponds to the Monte Santo de Minas county, in the State of Minas Gerais, Brazil, a traditional place of coffee cultivation. To evaluate the accuracy, we use a ground-truth mask that indicates all coffee crops in the image. We divided the image into a grid of $3 \times 3$, generating 9 subimages with dimensions equal to 1000 x 1000 pixels. We performed experiments with 10 different combinations of the 9 subimages used (3 for training, 3 for validation, and 3 for classification).

**Classifiers:** We use support vector machines with no kernels for each extracted descriptor.

**Effectiveness measure:** To analyze the results, we compute the overall accuracy (O. A.), Kappa index, and Tau index for the classified images.

**Description:** Every region in the RSIs is described by bags-of-visual-words (BOW). We have performed a large evaluation on the parameters of the BOW representation to verify their impact in the final classification. Details are provided in Section 4.2. We have also used QCCH, SID, and Unser as global descriptors baselines. They are selected based on previous results [3].

### 4.2 Study of BOW Parameters

We have performed experiments to evaluate the impact of BOW parameters. Results are shown in Table 1.

We have used dense sampling as it presents better results than interest point detectors in classification experiments [10]. The dense grid samples every image part avoiding not taking points in homogeneous regions or in regions with low contrast, what usually happens with interest point detectors. We have used a very dense sampling in the experiments, by overlapping circles of radius 4 and 6 pixels [10], as in the remote sensing images the use of some interest regions can be very small. The difference in classification is very small between the two sampling scales, however we have noticed that the number of regions represented in the finest regions scale is larger for the circles of radius 4. This happens because in our RSIs there are very small regions.

The SIFT features extracted from each region in the dense sampled images were used to generate the visual dictionary. We have used a random selection of points, instead of k-means, due to the curse of the dimensionality [12]. We have tested dictionaries of $10^2$, $10^3$, and $10^4$ visual words. If very few differences among feature vectors need to be encoded, a large visual dictionary is recommended. However, if some small differences in local textures must be ignored, smaller dictionaries can be useful. The results in Table 1 show that larger dictionaries are more representative, specially considering Kappa and Tau measures.

We have also evaluated the impact of different pooling strategies. Average pooling tends to smooth the final feature vector, because assignments are divided by the number of points in the image. If we have many points in the image strongly assigned to some visual words, this information is going to be kept in the final feature vector. However, if only a few points have large visual words associations, they can become very small in the image feature vector. This effect is good to remove noise, but it can also eliminate rare visual words, which could be important for the image description. Average pooling tends to work badly with very soft assignments and large dictionaries, due to the fact that points may have a low degree of membership to very visual words, and computing their average is going to generate a too soft vector. We can see this phenomenon in the low values of Kappa and Tau measures for the dictionary of $10^4$ words in Table 1. Max pooling captures the strongest assignment of each visual word in the image. Therefore, if only one point has a high degree of membership to a visual word, this information will be hold in the image feature vector. Max pooling tends to present better

![Figure 2. Proposed approach to feature extraction using BOW propagation.](image)

<table>
<thead>
<tr>
<th>S</th>
<th>DS</th>
<th>P</th>
<th>O. A. (%)</th>
<th>Kappa (κ)</th>
<th>Tau (τ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^2$</td>
<td>avg</td>
<td>73.69 ± 2.71</td>
<td>0.25 ± 0.04</td>
<td>0.38 ± 0.04</td>
<td></td>
</tr>
<tr>
<td>max</td>
<td>72.71 ± 2.73</td>
<td>0.22 ± 0.04</td>
<td>0.37 ± 0.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>avg</td>
<td>71.24 ± 3.46</td>
<td>0.23 ± 0.06</td>
<td>0.42 ± 0.03</td>
<td></td>
</tr>
<tr>
<td>max</td>
<td>70.80 ± 3.19</td>
<td>0.25 ± 0.05</td>
<td>0.44 ± 0.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$10^3$</td>
<td>avg</td>
<td>73.48 ± 3.00</td>
<td>0.18 ± 0.04</td>
<td>0.29 ± 0.03</td>
<td></td>
</tr>
<tr>
<td>max</td>
<td>73.40 ± 3.48</td>
<td>0.32 ± 0.06</td>
<td>0.48 ± 0.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$10^4$</td>
<td>avg</td>
<td>72.93 ± 2.82</td>
<td>0.21 ± 0.04</td>
<td>0.35 ± 0.04</td>
<td></td>
</tr>
<tr>
<td>max</td>
<td>73.22 ± 2.53</td>
<td>0.21 ± 0.04</td>
<td>0.34 ± 0.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>avg</td>
<td>71.32 ± 2.96</td>
<td>0.23 ± 0.05</td>
<td>0.41 ± 0.03</td>
<td></td>
</tr>
<tr>
<td>max</td>
<td>71.68 ± 2.91</td>
<td>0.28 ± 0.05</td>
<td>0.45 ± 0.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$10^4$</td>
<td>avg</td>
<td>73.74 ± 2.73</td>
<td>0.20 ± 0.04</td>
<td>0.31 ± 0.03</td>
<td></td>
</tr>
<tr>
<td>max</td>
<td>72.66 ± 3.74</td>
<td>0.32 ± 0.06</td>
<td>0.49 ± 0.04</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
performance for larger dictionaries with softer assignments. In our experiments, max pooling presents better performances with the largest dictionaries.

The overall analysis over the results in Table 1 is that the largest dictionary size with max pooling produced the best results, specially if we consider the Kappa and the Tau indexes.

4.3 BOW ZR-Padding vs BOW Propagation

Table 2 presents the results comparing BOW with ZR-Padding and BOW with Propagation. The first approach is the well-known region bounding box with outside padding [8]. We use zero padding because it uniformizes the value used in all regions of the image. The other approach is the BOW “propagation” that we propose in this paper (Section 3). Our objective is to investigate the impact of the segmentation in the feature extraction. As we can observe, the Propagation strategy yields better results than the ZR-Padding. We can say that in these experiments, the padding strategy caused a loss of 8.37% in the accuracy of the BOW descriptor. Regarding Kappa index, ZR-Padding produces results with almost no agreement when compared with the ground truth.

4.4 BOW vs Global Descriptors

Table 3 presents the classification results for the BOW and three successful global texture descriptors [3]. The BOW descriptor was used with the BOW-Propagation strategy while the global descriptors were extracted by using ZR-Padding. The BOW descriptor yields slightly better overall accuracy than global descriptors. The difference is more perceptible regarding the Kappa and Tau indexes. The BOW descriptor achieves 0.3289% of agreement while the best global descriptor (Unser) achieves Kappa index equals to 0.1636. Observing Tau index, BOW yields results almost 50% better than a random classification, while Unser produces classification 34% better than the random.

5 Conclusions

In this paper we proposed a new approach to extract texture features from arbitrary-shaped regions by using bag-of-visual-words (BOW) “propagation”. We have carried out experiments: to analyze the BOW parameters in the context of remote sensing image classification; to investigate the impact of using zero-padding to extract texture features; and to compare the efficiency of BOW descriptor using the proposed strategy against successful global texture descriptors. Experiments showed that the proposed approach improves the classification results when compared with global descriptors using the bounding box padding strategy. Future work includes the investigation of the BOW strategy combined with other global descriptors.

6 Acknowledgements

We thank FAPESP (2008/58528-2 and 2009/10554-8), CAPES, and CNPq for the financial support, and Cooxupé for the dataset.

References