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Abstract—This paper proposes branch-and-prune algorithms  Several extensions of the design techniques for RVLCs to
for searching prefix-free joint source-channel codebooks ith  the construction of VLCs with larger free distance have been
maximal free distance for given codeword lengths. For that ., cidered. A simple extension of [6] to VLCs with free
purpose, it introduces improved techniques to bound the fre distance greater or equal to 2 is given in [10], [12]. This is
distance of variable-length codes. . - 14 ) ’ :

done by imposing a minimum distance between codewords of
' the same length. In [13], the synthesis of even-weight VLCs
is considered. This guarantees minimum distance 2 or more
between sequences of codewords.
|. INTRODUCTION Two techniques for building JSC-VLCs with a free distance
HEN designing Joint Source-Channel (JSC) Variabléarger than 2 have been proposed in [14], [15]. The firststart
Length Codes (VLCs), one aims at building lowWwith a channel code, whose codewords are shortened while
complexity codes simultaneously providing good data corpreserving some distance property. The second progréssive
pression and error correction capabilities. The hope ibtain  builds codewords ensuring sondéverging distance,i.e., the
joint codes outperforming separate codes (in terms of eater distance betweeprefixes which lower bounds the distance
for a given complexity or in terms of complexity for a giverbetween codewords. These techniques were improved in terms
error rate) when the length of the codes is constrained [f, complexity by [16] and [9]. In [17], a genetic algorithm
[2]. The compression efficiency of a code is measured by thésed code design is proposed, which maximizes the com-
ratio of the average codeword length to the source entropy [Bression efficiency while satisfying a lower bound on the
while its error-correction performance may be predictethwifree distance. This approach complements the free distance
a union bound using thdistance propertiesf the codej.e, lower bound in [14], [15] with a real-valued correction term
its free distanceand itsdistance spectrupsee [1]. involving a dissimilarity measure of codewords limitingeth
free distance bound and the codeword occurrence prolyabilit
A Related work _The SAT-based approach proposeq in [18], [1_9] may also
) ] incorporate constraints on the diverging, converging dodko
~ JSC-VLC construction methods can be categorized accofgkstances of codewords. This allows to obtain codes with the
ing to how prefix, suffix, and distance properties, averaggquested distance property (the lower bound is guararteed

codeword lengthetc. enter the process. On one exireme aiig satisfied), but not necessarily the code with the optimum
methods that guarantee some properties at each step of thging efficiency.

construction. At the other extreme, one considers an exiiaus pg already mentioned, distance properties of JSC-VLCs

list of codebooks, whose properties are examined to find tigre first evaluated in [14], [20], where a lower bound on
best one. _ . the free distance and exhaustive (exponential complexity)
Bidirectional or Reversible Variable-Length Codesy|gorithms for the distance spectrum were proposed. More
(RVLCs), introduced in [4], are instantaneously decodablgcently, [21] considered VL-FSCs generated by variable-
both in the forward and backward direction. RVLC desigfength finite-state encoders (VL-FSEs) and proposed a pelyn
generally aims to minimize the average codeword length, S@gia| complexity matrix method to evaluate the exact distanc
e.g, [5]—[1.1], usually without accounting for constraints Ospectrum in the code domain or an upper bound on it. In
the free distance. [22], Dijkstra’s algorithm is applied on a product graphided
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in [22], [23] for JSC arithmetic codes. Second, our search a/0
criterion is theexactfree distance (instead of a lower bound),

which may be evaluated for JSC-VLCs using the techniques c/111

presented in [22]. Third, for more efficient branch pruning

in the proposed search algorithm, we introduce or improve b/10

several free distance bounds for VLCs.

Section Il provides definitions of structure and distance
properties of JSC-VLCs and recalls the free distance eval-
uation technique using Dijkstra’s algorithm. Section It i
troduces several bounds on the free distance of JSC-VLCs.
Section IV describes how the search space for good JSC-VLCs
may be structured using a tree and explored with a branch-
and-prune algorithm. Section V provides experimentalltesu
before drawing some conclusions in Section VI.

Fig. 1. Example of FSE associatedt andCs (top) and its corresponding
[I. JOINT SOURCE-CHANNEL VARIABLE-LENGTH CODES.  pjt-clock representation (bottom)

JSC-VLC
Consider anM-ary memoryless sourc& with alphabet E ht i | tes inout bol f
A = {ar,as,...,an} and associated probabilities — or each transition, a slast)(separates input symbol from

o A (JSCVLC encoderC’ ma mbo| Output bits and a hypher- stand_s for no input symbol. Fig. 1
c(zflépj to z;pv]\;ziable-(lengtrz binary codeworg = Cp(saj_yThe (bottom) shows the B-FSE derived from the FSE of Fig. 1
set of codeword® = {c1,¢a,...,cp} forms thecodebook (top). . L .
The length of codeword; is ¢; and its j-th bit is ¢/. If the Th_e followmg definitions are for general FSEs ?‘”.d W'" be
codeC is prefix-free, then the lengthé — (1,0 b nr) specialized to VLCs as needed. Lefu) be the originating
satisfy Kraft's inequa,lityK(e) — M gt ¢ 1,[37Ch75 2] state of some transitiom € 7 andr(u) its target state. A path

=3 < , Ch.5.2].

- " : )
Henceforthe is called aKraft vectorwhen it satisfies Krafts % = (41,2, ..., ux) € 7" on the graph is a concatenation
inequality. of transitions that. satisfy (u;41) = 7(u;) for 1 <i < k. By
The performance of a JSC-VLC is determined byrgs CX{€nsion, we define(u) = o(u) andr(u) = 7(ux), as well
dundancyand itserror correcting capability The redundancy asI(u) andO(u), which are the concatenations of the input,

o is the difference between average codeword lerfggh— respectively output, labels af. Finally, ¢(x) is the length
ZM pil; and source entropy — ZM pi log, pi. Thus (in symbols or bits) of the sequenae The Hamming dis-
=12 = 7 2.i=1Pi1082 Pi-

tancedy between two equal-length sequenaegy equals the

J— — — M . . . 1
gaiai)a}\llit iIs{ Em%?ﬁlgagﬁatté?%elg)k; T&;S&?&;ﬁézcmg Hamming weightj.e., the number of non-zero entries, of their
b y1sp y y free  elementwise differencely(x,y) = wh(xz—y). If two paths

which is the minimal Hamming distance between two distinct by ko _
semi-infinite sequences of codewords. A finer charactemizat(tfﬁér’xi; fv”?- wri?eg (uar(z S;ufh dtfzz’g((ggmo)()u—)?(()(w)),
H 1, w2) — UH 1) 2))-

is $§s(as\|/tzllli ;go;gtha:ldels;erlgggrzggct;ugs;eh i[cle]li representat'b Definition 1: For a FSE'(S, 7)) representing a VLT, let
’ 1 H kl k2
of a JSC-VLC is better suited than a list of codeword be the set of all pairs of paths IW xT )

Indeed, an encoder' can be represented by a directed grap|
I'(S8,7), whereS is a set of states (vertices) arid is a
set of transitions (directed edges). Each transition igl&b
with an input symbol and a variable-length sequence of dutpu diree = min  dy (w1, usg). (1)
bits. I represents dinite-state encodefFSE) associated to a (u1,u2)€P
variable-length finite-state cod®L-FSC). In the simple case The Pairwise Distance Grapi{PDG) is a modified prod-
of a JSC-VLC,S contains a single state from/to which all uct graph of the B-FSE that tracks the Hamming distances
transitions leave/lead, sb containsM transitions associated between pairs of paths i®, which we introduced in [22].
to the symbols ind. Each transition; € 7 has an input label It is constructed and used as follows. L& and 7, be the
I(u;) = a; and an output labeD(u;) = ¢;. set of states and transitions of the B-FSE grapkSy, 7p),

For the purpose of distance evaluation, the FSE is trangelding the directed product graph?(S, x Sy, 7, X 7).
formed into abit-clock FSE (B-FSE), in which each transitionThe weightwy(e) of edgee = (u,v) € 7,2 is the Ham-
is labeled with exactly one output bit and may have an emptying distance between the outputs of transitiensand v,
input label. Transitions with multiple output bits are r@péd wn(e) = du (u,v). A directed pathe in I'? is a sequence
by chains of consecutive transitions, each with one outjiut bof edgese = (e, e, ..., e,) such thato(e,41) = 7(e,) for
and only the first one inheriting the input symbol. 1 < p < m; its weight iswy(e) = Z'Z:l wh(ey)-

Example 1:Fig. 1 (top) shows the FSE associated to a Consider the seSq, of states(s;,s;) € S7 from which
source X (3, with alphabetAs) = {a1=a,a2=0,a3=c} distinct transitions are diverging, as well as the Sg of
encoded using the codeboGk = {¢;1 =0,c2=10,c3=111}. states(s;, s;) to which distinct transitions are converging. One

. . . . 1<k, ka<oc0
iverging fromsy and converging for the first time isy with

e same output length. Then the free distance is the minimum
Hamming distance irP,
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where |z | is the largest integer less than or equaktoFor
odd M, this can be tightened té < [n(M +1)/(2M)]. For
M € {0,1}, we defined(n, M) = co.

Heller used Plotkin’s bound to upper bound the free distance
of convolutional codes, by counting the number of sequences
that lead from the zero state back to itself. Heller's apphoa
(referred in [26, Chap. 3.5]) extends to nonlinear timeyiray
trellis codes (which output a fixed number of bits per transi-
tion), but it does not immediately extend to VL-FSCs, which
include JSC-VLCs. This will be done in Section III-C.

For a VLC with fully determined codebook, Buttigieg [14]
derived lower and upper bounds on the free distance,

dplock = dfree = 1fﬂin(dblocka daiv + dconv); (3)

wheredpiock IS the overall minimum block distancébetween
equal-length codewords)gy is the minimum diverging dis-
Fig. 2. Pairwise distance graph derived from the B-FSE in Ei¢oottom) tance (between prefixes of unequal-length codewords) and
deonv IS the minimum converging distanc@etween suffixes

of unequal-length codewords), respectively.

obtains the PDG by merging all statesSg, into a single state
sin and those iS¢y into a single stateq, as well as merging

symmetric statess;, s;) and(s;, s;), @ < j, into a single state B. Simple application of Plotkin's bound

(si,s;). In the simple case of VLCs, one hag = (so, 50) If only the Kraft vecto_re is known, one may apply Plotkin’s
and sout = (s0,50). Fig. 2 shows the PDG derived from thebound to dpiock to obtain an upper bound odee. Let L
B-FSE in Fig. 1 (bottom). be the largest entry of and letM,, 1 < r < L, be the

Findingdiree With the PDG is equivalent to finding a directedhumber of entries ir¢ equal tor. Apply (2) to the block
minimal weight path fromsj, t0 sy This is a well-known codesCi.(r,M..d,), 1 < r < L, formed by the subset of
shortest weighted path problem and can be solved efficien@§dewords of lengti, and minimize to yield an extension of
using Dijkstra’s algorithm [24], since all weights are nonPlotkin’s upper bound to the free distance of a JSC-VLC,

negative. do < (0 = min &P (r. M 4
The code optimization techniques described in Section IV free < ditee (€) ) (r, Mz ()
start from a Kraft vecto® specifying the codeword lengths Example 3:Consider the Kraft vector = (2,3,5,5)

and successively determine the codebaek,the pit3c§ ofthe 4o hasM, = M, = My = 0, My = Ms = 1, and
codewords. Bpunds on thefr_ee d|st_ance of partially deteehi Ms = 2. Applying the extension of Plotkin's bound t6
codebooks W'_" thus be key ingredients. yields d?¢_(¢) = 5, while the maximum free distance that
Definition 2: A codebook isundeterminedf none of the .., acyally be achieved withis diee = 2.
bits ¢] are known (determined); it ipartially determinedif
some bitsc] are known and it igully determinedf all bits ¢/
are known. C. Extension of Heller's bound
Definition 3: A partially/fully determined codebook® is Heller’s upper bound otisee Of convolutional codes is based
deducedfrom another partially determined or undeterminedn counting the number of code sequences of lengthd then
codeboolC? (denoted”® < C?) if it is obtained by specifying applying Plotkin’s bound [26, Chap. 3.5]. This section exi®
some/all of the undetermined bits dif. Heller's approach to VL-FSCs, which include JSC-VLCs.
Example 2:Consider codebooks® = {0, cic3, cicici}, Let I'(S,7) be the graph of the FSE associated to a VL-
¢ ={0,11,cic3c3}, andC? = {0,10,111}. C° andC' are FSC with S states,S = {0,...,S — 1} without loss of
partially determined codebooks, whil& is fully determined. generality. Only the length of the output label (codewortl) o
Moreover,C° < Ct andC® < C?, butC! £ C? andC? £ C!. each transition needs to be known to count the number of
code sequences of length Let L = max,ec7 ¢(O(u)) the

[1l. BOUNDING THE FREE DISTANCE OFJSC-VLCs longest output label of all transitior)s. For a_JSC—VI&’Z,: 1
o and L = max(¢y,{s,...,¢y). Consider the integer matrices
A. Some existing bounds A, € N°%5 1 < r < L, counting the transitions of length

Consider a (nonlinear) block cod&(n, M, d), wheren is
the block length,M is the number of codewords antlis
the minimum Hamming distance of the code. Har > 1,
Plotkin's upper bound [25, p. 167] yields

nM
2(M — 1)J ’

(Ar)i; = {u : £(O(u)) = r ando(u) = ¢ and7(u) = j}|,

)
where|A| is the cardinality of the setl. Entry (4,.); ; counts
the number of transitions from stat¢o statej with an output
label of lengthr. For a JSC-VLC,A, reduces to a scalar
counting the number of codewords of length

d< & (n, M) = [ )
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The row vectorm, € N° holds entriesm,, s equal Proof: The set of length: paths between some start
to the number of sequences of length ending in state state: and some final statg forms a (nonlinear) block
s, s = 0,...,8§ — 1. Forn > 1, the count vectorm, code, so Plotkin's bound applies. It remains to be shown
may be expressed as a function of preceding count vectdtst (9) correctly counts the number of paths, ;(¢), i.e.,

m, = Zle m,,_.A,, which may be written that no path is counted twice. This is indeed the case in (7),
- T since the definition ofd_, ;) ensures that the first transition
my, = [mnfLa ce ’mnfl] [AL e Al} : (6) leads from the b|OCk[m(k_2)L+1(i), e ,m(k_l)L(i)} into
The recursion is initialized with the vectorthe block[m 1)r41(i),..., mxz(i)], while B; accounts for
m_;i1,...,mg] = [0,...,0,e], havingmg; = 1 for transitions within the latter block. [ |

initial state i and all other entries equal to zero. Now, (6) To evaluate (10) for a VLC, it usually suffices to choose
may be extended to compute lock of L count vectors Tmax Such that2L < nmax < 3L, since short lengths
[m,,,...,m, ;] based on the preceding block ffcount with multiplicities A, > 1 and short concatenations tend to
vectors, thus making it possible to track the behavior on &minate the bound.
L-block basis. One obtains This technique can also be used to obtain bounds on the
effective minimum distance of practical schemes trangmgitt
[, my g pa] = My p, o omp ] A (7)) finjte-length blocks, where start statand length. are known
whereAd = [A(W,...,A(L*l)] is aLS x LS matrix composed 10 the decoder. If there is no termination mechanism, the
of LS xS blocks A(K) = Z?:o A_(_j)Bj. The latter expres- decoder dpes ngpt know the final state and thus the bound
sion is computed from the basicS x S block [AT ..., AT]T _t)ecomegznlnjes d?(n,my, (). If the bloc.ks are terr_nlnated
shifted downi$ positions, in state j, the bound become@p_(n,mnyj(z)). Th_|s h|_nts at
the importance of a proper termination mechanism in order to
A y=1[0,...,0, A],... AT ]", prevent the minimum block distance falling beloiee.
i times Example 4:For a JSC-VLC with the Kraft vector of Exam-

where 0 denotes a block of5 x S zeros. It also involves P& 3 @ndnya, =15, one hasn, =0, mg = m3 = my = 1,

2 : e - L=
the sum of all products ofl, such that their indices sum to”%s = 4. This leads todge, = 3 (at n = 5), which is

j=1,...,L—1, given by closer to the optimally achievablée. = 2 than the bound
Y ' of Example 3.
B; = Z Apy oo Ary 8)
Tfi:Jr:):] D. Boundingdsee Using the pairwise distance graph
The sum (8) is over albrderedpartitions (.e., compositions) ~ Given a Kraft vector, one may construct an undetermined
of j into i non-negative integers;,...,r; (4,, = 0 if codebookC® in which all bits have symbolic labels/ (see

there are no codewords of length). Order is important, Section Il). The edges of the PDG obtained fraf will
since matrix multiplication is non-commutative in geney be labeled with sums of symbolic labels. The PDG of a
definition, By = Is, the S x S identity matrix. Using (7), all partially determined codeboo®' that is deduced front®
counts are computed from a given start state a recursive (i-€.C° < C') will have the same structure as the PDGCSf

block fashion a% with the difference that some (or all) labefs are determined
. . . to be 0 or 1. An edg€u,v) € 7, x 7, with determined
Mgz r41(@), ., mpL(i)] = [0,...,0,e;] A%, k=1,2,...  |apels will have a determined label, while all other edges of

9  the PDG (with at least one undetermined transition labdl) wi
The count of length: sequences from stateto statej can pave undetermined labels.

also be extracted directly from the matri&® asm,, ;(i) = Example 5:¢C' = {0,10,111} is a determined code-
(A%) 1_1)s41. rs4, Wherer = (n—1)mod L andk = (n— pook whose PDG is represented in Fig. 2, wheré8s—

1 —r)/L + 1. For VLCs this becomesn,, = (A*), = {c} cbe3, cicdc}} is an undetermined codebook whose PDG
(indices start at 0). These counts can then be inserted ii¥dn Fig. 3.

Plotkin's bound to yield an upper bound @fee. The fact that all codebooks deduced frath (i.e. from £)
Proposition 1: An extension of Heller's upper bound on thawill have the same PDG structure allows to obtain a nested
free distance of VL-FSCs is hierarchy of lower and upper bounds djee.
diee < A, ()= min  min & (n,ma (7)), (10) Theorem 2:The shor_test weighted path obtained after re-
0<n<Nmax 1,5 €S ’ placing each undetermined edge label in the PDG of a partiall

where nmax > L is chosen according to computationafietermined codeboak’ by 0 (respectivelyl) is a lower bound
constraints. dPDS(C) (respectively upper bound, (C°)) on the free

- , o distances of all JSC-VLC codebooks deduced fr@ This
Using this approach, some counts may be computed twice. i@ns

e.g. L = 5 and a codeword of lengtd = 2. Then the computations for path can be found usjng Dijkstra’s algorithm.
my, 1, 3(7) will include reevaluatingmy, ;1 (i). Thus the computational Proof: The proof is for the lower bound, the upper bound

complexity could be reduced by a more elaborate schedulingperations, fg|lows along the same lines. Let... be a path with the
at the cost of giving up the simple matrix representation fjernatively, m

; ; 0
bit-clock intermediate states could be introduced, liketf@ code spectrum smallest Welght from statey, to squ in the PDG ofC”, when

computation [21], but the corresponding matrix would besiderably larger. replacing undetermined labels Ity Let dﬁgg = wH(€min)-
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c2dpes=1
Fig. 3. Pairwise distance graph derived from the B-FSECS8f = Fig. 4. Pairwise distance graph derived from the B-FSEC3f =
{c},c%cg,cécgcg} {c},é%c%,é}éicg}, accounting for the prefix condition

Consider a deduced codebo®k = C°, for which more PDG '€ free distance of any JSC-VLC codebadladmitting
edge labels are determined compared to the PD@ oSince & treeT as representation can be bounded directly from the
edge labels are non-negative, the weight of the path can structure of the tree, without specifying any code bit. Faatt

only remain equal or increase. Hendg is a lower bound purpose, start by numbering the internal nodes of the tree,
including the root. Then, for each internal noddabel one

on the free distance af'. [ ] ; ) o
A direct consequence of Theorem 2 is that the bounf&&nch leaving the node with; and the other branch (if it

enclosing the free distance of a deduced codeb®bkwill exists) withb;. This labeling reflects the prefix condition on

be at least as tight as the bounds for the original codebo®RY YLC codebook’ that can be obtained by labelifig Now,

co < ¢t when constructing the PDG for bounding the free distance of
Corollary 3: If two codebooks?® andC’ satisfyc? < ¢, C the knowledge thati(b;, b;) = b; ©b; = 1 may be applied
then to edges of the PDG labelégs b;, while all other edge labels
PG DG . DG in the PDG are replaced withor 1, depending on the type of
|:C_ifree (C"), diree (Cl)] - |:C_ifree (C%),diee (C°)| . (11) bound being computed (see Section I1I-D). The resulting fre
djstance bounds will be denotell,(T") anddyoo(T).

The more bits are determined in a partially determine ) . . ! _
codebook, the more likely the bounds provided by Corollary 1Exallrr;plei 72 anf’tlsngaga}slﬁotwhﬁ i?}ng%te;mégii (r:lccl)@tfére?lect

will be close to each other. €1 €202, €343C3 1 X ) "
Example 6:Consider the undetermined codg® — the prefix condition. Accounting for the prefix condition,eon

1 1.2 123 - - would get,e.g, C* = {c},¢}c3,¢lchcl}. The resulting PDG
_{01’0202’630363} w:ose PDG 'igﬁprﬁs‘ﬂﬂ‘fg ":) Fig. 3. AIOIOIyis represeqted in Fig. 4. Applying Theorem 2@é leads to
ing Theorem 2 ta’™ leads to [dffee (C7), dee (C ﬂ =10,2]. [dee(Ch), diree(C1)] = [1, 2], which is better than the enclosure
Thus, the free distance of any code deduced fthwill be provided byd2°,

upper bounded bg.

E. Boundingdsee of prefix-free JSC-VLCs IV. DESIGNING JSC-VLCs

The above methods for obtaining free distance bounds doNext we outline three methods for structuring JSC-VLCs in
not take into account the condition that no codeword may l@es,i.e., for creating hierarchies of partial codebooks. This
a prefix of another. Any prefix-free JSC-VLC codebook caallows using efficient branch-and-prune algorithms to cfear
be represented by a labeled binary tree with leaves mappedan good JSC-VLCs. In the remainder of this section, we
the M source symbols, such that the codeword for a symbassume that the codeword lengths in a Kraft veét@re in
can be read off as the concatenation of the binary labels frovan-decreasing ordef; < fo < -+ < £y
the root to the corresponding leaf, see [3]. The choice of the Kraft vector leading to a code with

Consider the se®(£) of unlabeled binary trees that mayminimum redundancy for a given targéfee, Or with max-
be associated to prefix-free JSC-VLC codebooks with Krafoum dsee for a given constraint on the redundancy, is not
vectors, that is, the set of binary trees wifff leaves at depths addressed in this paper. Candidate Kraft vectors satgfyin
l1,0s,..., 0. The structure of a tre& € O(£) determines necessary conditions may be generated using the bounds
which codewords have common prefixes as well as the lengiitovided in Section Il and the concept dbminant length
of those prefixes. vectorsreferenced in [18].
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TABLE |
GENERIC CODEBOOK OPTIMIZATION ALGORITHM

Copt =OptimizeCo)

1 L= {CO} ;S = @§ dfree = dfree (CO) ; diree = dfree (CO) 5
2 while £ # 0
3 take C out of £;
4 if diee (C) = diree thenCopt = C; end.
5 if all bits of C are determined,
6 S=8SU¢C;
7 else
8 {c<1>,...,c<k>} =DeducéC) ;
9 insertc®, ..., c(¥) in ;
10 dfree = maxce cus diree (C);
11 dfree = maxceLus dfree (C) "
12 eliminate allC € £ such thatdree (C) < dfreer
13 sort £;
14 Copt = argmaxces diree (C) ;end.
Fig. 5. Example of a search tree of JSC-VLCs for the Kraft weé =
A. Tree of codebooks (1,2, 3) when the deduction is made by codeword

Section 1lI-D showed that the free distance bounds for a
codebookC! deduced from a partially determined codebook . . . ' .
CO are tighter. This suggests to ussearch trego organize the at each iteration, ensuring the prefix cpndmon. One starts
search for JSC-VLCs with large free distance. Every leaf 811 the tree root with a fully undetermined codebook for

the search tree corresponds to a fully determined codeboWlL1ICh no bit is instantiated. The child nodes, representing

while internal nodes correspond to (partially) undeteedin &é deduced codebooks at Step 8 of Table | inherit the

codebooks, from which children nodes (codebooks) may 6%artlally) undetermined code_bo(ika;somated to their parent
ode and have one more instantiated codeword. A search

deduced by spe_cmc rules _tc_) be descnb_ed. A generic k.)ran?re_e with M levels is thus traversed. This construction is
and-prune algorithm to efficiently organize the search @& pr

vided in Section IV-B.
For a given Kraft vectog, Sections IV-C and IV-D consider
an undetermined codebook (such@sin Example 6) as the .
re different.

root of the search tree: this codebook is uniquely defined Fig. 5 shows the search tree with Kraft ve (1,2,3)

£. Section IV-E considers undetermined codebooks in Whici}1 th truction is b d ds. Undet ined bit
the prefix condition has been explicitly taken into accoast, when the construction IS by codeworads. Unaetermined bits

is the case in Example 7 are represented by ‘x’. Sincé = 1 is the smallest length,
' the children of the root (containing a fully undetermined
B. Generic branch-and-prune algorithm codebook) correspond 2t codebooks containing a single

The algorithm orovided in Table | performs a en(_}rktgietermined codeword Eofil bits. The resulting codebooks
9 P P 9 re denoted to C(?™"). Then, in each codebook®,

branch-and-prune exploration of a code search tree to ge?% k < 2%, the codeword of length — 2 is specified. The

code Copt W'.th optimum d!stance properties starting from a}esulting codebooks are extended with codewords of length
fully or partially undetermined codebodak.

The working listZ is initialized withCy, S is the temporary (3 = 3- Hence, the JSC-VLCs with Kraft vectdrcorrespond
solution list, lower and upper bounds for the free distaree afo the Igaves Of. the search tree. o
Inverting all bits of a codebook does not change its distance

evaluated using any of the methods described in Section IlI.

At Steps 5 and 6, good fully determined codebooks are stor%rc?pert'es' Enfarcing that the first codeword starts viriex-

in the temporary solution lisf, these codebooks are such th I;mts th'z propgrt);]to halve tlhle set%rch ((:j()gmpleX|ty.r1M0|@ov
diree (C) < diree, better codes may be found later. At Steps wo codewords have equal lengtiisandf,.1, exchanging

to 10, several prefix-free codebooks deduced ftbare built, t fetr? odewords argj(_di +1 (;jok;a séa?'t change the fre.e distance
stored inL, and bounds fowsee are updated. Step 12 used) NE€ corresponading codebookience one may IMmpose a

results of Corollary 3. Step 13 sorts the list of codeboolsao ?exicographic order in the construction of the codebookdsT
y again substantially reduce the time needed to find thte bes

explored according to the free distance bound. The codeb(i]Hf
with the largest upper bound is explored first, since it has t C-VLCs.
potential to give the largest free distance.

There are various ways to deduce codebooks from a given Construction by bitplanes
codebook (Step 8), leading to various organizations of the
search tree, as detailed in the next sections.

reminiscent of the A*-based algorithm proposed in [11] to
design RVLCs with minimum average codeword length. In our
case, the organization of the tree and the optimizationimetr

When deducing a codebook, instead of instantiating all bits
of a single codeword as done in Section IV-C, one instardtiate

C. Construction by codewords here all bits of the same bitplane: the first bit for all codet

~ Afirst method to structure the tree of codebooks introduceckyoyever, codeword order does affect distance spectrumeptiop and
in Section IV-A is to instantiate all bits of one codewordnay thus lead to a secondary optimization.
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(a) (b) (©) (@)

Fig. 7. Eight representations of trees associated to Keaftor€ = (2, 3, 3)

Fig. 6. Example of a search tree of JSC-VLCs for the Kraft et — Changes. Given a Kraft vectds different binary trees corre-
(1,2, 3) when the deduction is made by bitplane sponding to prefix-free codebooks may be drawn. For example,
Fig. 7 provides eight tree representations for= (2,3, 3).
Representations (a) and (b) show the same (equivalent) tree
is instantiated, then the second bit (where present), amshso while (a) and (c) are not equivalent. Trees (c) and (d) are
When doing this, one has to make sure that the suffixes of thguivalent, trees (e) and (f) are also equivalent and finally
codewords with a common prefix satisfy Kraft's inequality tdrees (g) and (h) are equivalent. Codebooks corresponding t
ensure that the overall codebook remains prefix-free. equivalent trees have the same prefix structure. For example
Fig. 6 shows an example search tree generation when titglebooks associated to representation (a) are of the form
codebook deduction is made by bitplane. Child nodes af&’ = {cic?,clcic3, cleies }, while those for representation
stemming from the root, which contains a fully undetermine@) are of the fornC(®) = {clc?, elcdc3, elcded}.
codebook. The child nodes correspond to all possible combi-As stated above, equivalent trees are grouped in an equiv-
nations of the first bit for each codeword, taking care that ttalence class, which can be represented by an appropriately
resulting codebooks have chances to remain prefix-free. definedcanonical tree The main problem becomes that of
As in the construction of Section IV-C, the number oénumerating representations of all canonical trees assaki
codebooks to consider may be reduced by exploiting the fdota given Kraft vecto. This is a classic problem in graph
that inverting all bits of a codebook does not change itsomorphism; however, to the best of our knowledge, no
distance properties, and by considering a lexicographderor algorithm is directly (and efficiently) applicable to thesea
of the codewords of the same length. when a Kraft vector is given.
LetT be a binary tredeft (7)) its leftimmediate subtree and
_ ) ) right(7T") its right immediate subtree (for notational compact-
E. Construction using canonical code trees ness,T denotes both a tree and its root node). The function

The structure of the unlabeled code tree already givés(1) Yields the Kraft vector associatedoin non-increasing
some information about the codes it represents, yieldiag frorder (a star will denote vectors in non-increasing order).
distance bounds. To efficiently exploit this fact, code grage  FOr example, wher™(T') = (3,3,2,1), T represents four
grouped into equivalence classes containing trees thtr difcodewords of lengtfi, 2,3 and3. When£*(T") = (0), 7' is a
only by their labeling. This is a classic tree isomorphisifi€€ consisting of the root node only.
problem [27], [28]. The classes are representedtényonical ~ Define the order < on trees as follows: T}, =
treesand can be arranged on a search tree (not to be confudedf and only if £°(7) <iex£*(T3), Where <ie is the lexi-
with the code tree). Each class can then be explored uskRgraphic order on integer vectors. For examplg,<ex(1),
variants of the two methods outlined in Sections IV-C an) <iex(3,2,2), (0) Siex(1), and () Ziex(0), where () stands
IV-D. for no tree,i.e. an empty tree.

Equivalence is defined inductively by stating that two trees Definition 4: A binary tree is canonical if left(7;) =
S and T are equivalent § = T) if they consist of a right(7;) at all its internal noded;.
single node, or if they have the same number of immediateThis inductive definition guarantees that there is a unique
subtreesS, Ss, ..., S, (rooted in the direct children of) canonical tree in each equivalence class, namely the minima
and Ty, T, ..., T, which can be ordered such théit = 7; tree in the order<. A canonical tree may be represented as a
for all 1 < i < m (adapted from [28]). In the simple list by traversing it in any well-defined order that visitscha
case at hand, two binary code trees are equivalent if théméernal nodel; once and listing £* (left(T5)), £* (right(73))).
exists an isomorphism that transforms one into the other By quite compact string representation of a trée using
transposing the direct children of internal nodes inclgdime the symbols (, ‘0°, *)" and ‘, is obtained by recursively
root. Assuming the tree is drawn top-down from the roosubstitutinge™(T") with (£*(left(T)), £* (right(T))).
all nodes stay at their level, only their horizontal positio The representations just outlined suggest the following
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(3.3.2)

C* with symbolic labels Thus, if treeT" is a child of tree
/l\ T in A, then by Corollary 3 the free distance bounds from

0.2 (1.22) @) Section IlI-E satisfy
T 1y 57 1 T 0y 37 0
{ { [dfree(T )vdfree(T )] g [C—ifree(T )adfree(T )] (12)
(0.(0)(1.1))) ((00)(01.1)) ((0O)((D.1)) ((0(1)(0).1)) The upper bound can sometimes be improved as follows. A

sive splittings of Kraft vectors. Each such vector correstso

{ { J J partially determined canonical tr@& is represented by recur-
to a subtrees (subcodebook) with a common prefix. Thus the

(OO0 (OO0 [OOXOONOON) (OO0 extension of Plotkin’s bound of Section 11I-B may be applied
i i iv . =Te . (5T ; .
@ @ o @ to yield dfree(TZ> = min (dfree(TZ)v mingecgi (Zg'ze (E(S»

Fig. 8. Tree of canonical representations &r= (3, 3, 2) For a given Kraft vectof, we explore the tree of canonical

representations (Fig. 8) with a branch-and-prune alguorith
Whenever a fully determined canonical tree (a leaf) is red¢h
all possible labelings of that canonical tree are explored i
branch-and-prune fashion using variations of the methods i
Sections IV-C and IV-D. The number of labelings to be
8 amined may be further reduced by imposing fixed labels
for each internal node of the canonical tree that has childre
satisfying £ = £3, since the further splittings of] and £;

Will contain transpose-symmetric solutions, of which oahe
needs to be teste@.g.£; is split into (€7 1, £7 ,), while £5 is

method to enumerate all canonical trees for a Kraft vect
£*. The enumeration will take the form ofteee of canonical
representations\ of heightL = max{¢;} = ¢;, whose leaves
correspond to canonical trees, and in which going from
parent node to its children involves enumerating spligiod
Kraft vectors into two parts (subtrees) ordered-yStarting o * px . N ; :
with the Kraft vector£* at the root of A, split £* — 1 29“;{:}2&{2’1’;2’2))]2(;:12?)(62’1’EQ’Q) 's also a valid spiit of
(subtracting 1 from each length, to go down one level in"’ 1,1>™1,2 2

the tree) into two partg] and £3, such thaté] <ex €5 and V. EXPERIMENTAL RESULTS
K(€) < 1 (: = 1,2). Note that since/] may be empty )

(corresponding to an absent leak. a —1 entry in £* — 1) This section presents three sets of experiments. First, the

one needs to defing (()) = 1. The first level below the root of various branch-and-prune algorithms presented in Seé¥on
A contains all splittings of*, the second level contains pairsife compared to an exhaustive search for short codes. Then,

of splittings of (£7, £3), and so on; the recursive splitting Stopghe evolution of the search complexity as a function of the
with leafs {(0)’ and empty nodes()'. size of the Kraft vectors is briefly considered. Finally, the

design of JSC-VLCs for relatively large source alphabetth(w

Example 8:Consider the Kraft vectof = (2,3,3). Fig. 8 a maximum of 26 symbols) is considered. Experiments were
shows a part of the tree of canonical representationg’fer Performed on a single processor of an Intel Xeon E5420 at
(3,3,2). Starting from the root nodé*, one has¢* — 1 = 2.50 GHz with 64 GB memory.

(2,2,1). There are three choices fof], £3) at the first level:
01 =0, € =1(2,2,1)), (¢ = (1), £5 = (2,2)) and (€] = A. Branch-and-prune versus exhaustive search
(2), £ = (2,1)). Each choice leads to one or more possible 1pe first Kraft vector considered &= (4, 5,6, 7). Table Il
canonical trees. At the second level, there @@ two Ways ghoys the time needed for the methods detailed in Section IV
to split the pair((1), (2,2)). This process is repeated for alk, fing a JSC-VLC with largest free distance. The generic
internal nodes. This leads to leaf () in Fig. 8, which is thgptimization algorithm is used with codebook expansion by
c_anpmc_al tree representatlor_w of Fig. 7 (a). Leaves (||),a(n(_j bitplane Bp, see Section IV-D) and by codewor@\, see
(iv) in Fig. 8 correspond to Fig. 7 (c), (€) and (9), respesi§iv  gection 1V-C). Canonical tree representations are corsitle

i . next with codebook expansion by bitplari@Bp) and by code-

As illustrated by Example 8, the internal nodes of the tree gf 4 (C-Cw), see Section IV-E#Codebookss the number
canonical representations correspondptotially determined ¢ processed complete and incomplete JSC-VITseesand
canonical representationsFor example, the representation,gyn| reesare respectively the number of tree representations
((1),(2,2)) in the middle branch of Fig. 8 indicates that th@ ,sjdered and explored. The best JSC-VLCs obtained by each
second and third codewords have a common prefix, leading tQhod is also represented.

1 1.2 z1,.2,.3 51,23 H .
codebooks of the forrd" = {clcf cic3ed, clcde}}, while the  Tapie 11 shows that all branch-and-prune algorithms are
represent2at|o(|((2, 50)_)17 (203’ (_(?)ég?)))) leads to codebooks of i, ;ch more efficient than exhaustive search in terms of com-
the formC= = {Clclac_lczcmclc_z?z_}- By extending the notion 1, ing time (the best method is more than 600 times faster)
of codebook deduction (Definition 3) to inverted symbolic
labels, one sees th&t < C2. Thus free distance bounds for 3A partially determined canonical representati@i may be seen as a

¢! will hold for C2 and all codes deduced from it. In fact,binary co_de tree contfaining nontrivial Kraft vectors in soheaves (while
leaves with vector (0)' correspond to codewords). The Kraft vectors are

there i_s a one-to-one mapping between a part@ally detemir}ﬁapped to symbolic codeword labels for the correspondifmree, like for
canonical representatidfi* and the corresponding codebookin undetermined codebook.
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TABLE Il

COMPARISON BETWEEN EXHAUSTIVE SEARCH AND THE there arem; (_:odewords of lengtl;. C-Cw finds a max-
BRANCH-AND-PRUNE ALGORITHM WITHKRAFT VECTORL = (4,5,6,7)  imum free distance of4 and the average code rate is
(EXTENSION OFHELLER'S BOUND YIELDSdE® = 6 AT n = 10) egv = 7.3375 bits/symb. The entropy iSH(X(%)) _
: 4.1752 bits/symb. An equivalent tandem scheme using a
Method Exhaustive Bp Cw C-Bp C-Cw .
#Codebooks| 1,586,880 83,400 5.862 78,566 12,144 Slngle-letter Huffman VLC followed by a rate 1/2 convolu-
Tdfre(a,( : 224 3?7 Og - g 613 tional code (CC) with constraint lengthleads to an average
ime (s, . T _ i 1 —
FTrees = = = 570 570 code length/;, = 8.4090 bits/symb with diree = 4 (the
#Expl. trees = = - 108 108 Huffman code has an average lendth045 bits/symb). Thus,
Z 0111 0001 0000 0111 0000 ; o . ;
B 11001 11110 | oma1 | 11000 | 11110 for th_e same error correcting capability, t_he joint schemeddy
6 000000 | 101011 | 110101 | 101011 | 101011 a gain of code-rate ofl, — ¢J, = 1.0715 bits/symb compared
7 1001011 | 0100100 | 1001101 | 1001100 | 1001101 to the considered tandem scheme

The second experiment in Table IV is made for the 16
most probable symbols of the English alphab¥t;s). The

and number of examined JSC-VLCs (more than 250 times Ietflsaftvector is nowt — (2@6, 207, 48, 4@9, 4010), leading

for the best method). Five different best JSC-VLC codeboo & dree — 5 and to ¢, — 7.750 bitslsymb. The entropy
ree — av — . .

have been obtained, all willkee = 6. ( . .
. . . X(16)) = 3.821 bits/symb. The equivalent tandem scheme
When considering the number of intermediate JSC-VL Sing a single-letter Huffman VLC followed by a ratg?

that need to be examined, the expansion codewordis CC with constraint lengthL, = 3 has d — 5 and
much more efficient, alone or performed on canonical treg ¢ free

. . . . T\ overall average code lengtf, = 7.705 bits/symb. For
representations. With this expansion method, more aceur e same free distance, a small loss in coding efficiency of

bounds for the free distance are obtained at earlier stalges,p

. : Iy E, — (L, = 0.045 bits/symb is obtained.
the search tree traversal, which helps pruning more effigien _In all cases, the bound¢, coincides with the optimal free
Other experiments showed that C-Cw becomes more effi-

. . stance, showing its efficiency for larger alphabets.

cient tha_n Cw alone for larger codebooks, especially code-rpa search complexity appears to be dominated by the
?oo_ks with msnchof(:ewordlsg T the same Iength.CC((:)nsml%mber of diee (bound) evaluations using Dijkstra’s algo-
or m_stance the Kraft vecto . (4’5’5’.6’6’7’ 7). W rithm, whose complexity with the current implementation is
examines682, 322 JSC-VLCs in746 s, while Cw considers

. . > O(|Sy|*). The computing time forX 56 is smaller than that
1,874,127 JSC-VLCs in3,152 s to obtain codebooks with for X1 due to the fact that forX sq), a single tree was

the same free distance. The remaining experiments are “&ﬁlored to obtain a code with free distance matching the

pe_:_foglm?ﬁ V\gth C—ﬁw. luti f1h lexity of the C-C extension of Heller’s upper bound, whereas four trees were
able s ows the evolution 0 t '€ complexity ot the &= Wexplored forX (1), needing many more distance evaluations.
algorithm when the alphabet size increases, where new s

YMEor a JSC-VLC with Kraft vectog” = (¢f ¢4,), the
. = (6,...,0),
bols have codewords that are at least as long as the pr@”'ou%lmplexity can be evaluated as the number of states in B-
longest codeword. It also compares the free distance of

. J M J
best code obtained using the SAT-based approach presenteéiglE at the decoder sid&; = 3., {; — M + 1. For an

: \Y
[19]. Thg proposed approac_h has a much Iarger c_omputatlo F: (élT, e ,EL) followed by a ratel /n CC with constraint
complexity. Nevertheless, since we are considering th&:tex?e

. . A ngth L., the complexity of a joint decoder on the product
free distance (and r_10t a bou_nd) as the design crlterlorerbeéra%hFXLc x TSC an beyconsidjered which had — S,\?LC .
codes may be obtained, as in the present example. SC states, whersYC — M T A1 andSCE — 2Le-L,

) For the example sourclé(%)zcclmsidered above/ = 197 and
B. Design of JSC-VLCs for larger alphabets ST — 468, while for sourceX 1), Sy = 119 and S¥ = 104,

For designing JSC-VLCs for sources with larger alphabetdternatively, one may consider separate decoders, andlput
(typically more than 10 symbols), we introduce a heuristic tomplexity into the CC. The performance of the CC decoder
reduce the number of canonical tree representations toexpl would be improved, however, this would be at the price of
hence the number of codebooks to examine. The numlzeworse error propagation behavior after Huffman decoding
of trees can be reduced by considering only canonical treéan when considering joint decoding.
which maximize the upper bound on the free distance in (12),

i.e, trees in which equal-length codewords have a common VI. CONCLUSION

prefix as short as possible. A reasonable heuristic to ensur&his paper introduces several new bounds for the free dis-
this, when splitting Kraft vectors during the constructioh tance of JSC-VLC codes. These bounds involve an extension
canonical trees, is to make sure that the two new vectors hafeHeller's bound to JSC-VLC codes, and several bounds that
the same number of equal-length codewords (or their numbees be obtained using the pairwise distance graph intratluce
differ only by one). This choice can be justified by Plotkin’sn Section Il, considering that not all bits are specified in a

bound (2), which shows that the free distance upper boundgisen codebook. For the latter bounds, knowing the stractur

decreasing in the number of equal-length codewords. of the code tree associated to the codebook may significantly
The first experiment in Table IV considers the 26mprove the tightness of the bound.
symbols of the English alphabetX ), with £ = A second contribution consists in the proposition of a

(2@5,4@7,8@8,12@10), m;Q@¢; indicating as in [14] that branch-and-prune algorithm to optimize the free distarfce o
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TABLE Il
FREE DISTANCE AND SEARCH COMPLEXITY OF THE BEST CODE OBTAINEDSING [19], AND USING C-CW, AS A FUNCTION OF THEKRAFT VECTOR
Using [19] Proposed approach
[ € [ die. | die. | diee | Time (s) | diee | Time (s) | #Codebooks| #Expl. trees| #Trees
(3,7,8,9) 00 8 6 0.03 7 5 15,228 23 50
(3,7,8,9,11) o |7 5 0.12 7 56 45,672 26 209
(3,7,8,9,11,12) o |7 5 0.4 7 478 140,204 83 1,505
(3,7,8,9,11,12, 13) o |7 5 0.4 7 857 76,416 32 6,578
(3,7,8,9,11,12,13,14) 00 7 4 97 7 12,553 566,660 209 37,953
(3,7,8,0,11,12,13,14,15) | 00 | 7 1 339 7 | 131,302 | 1,039,980 419 501,782
TABLE IV

DESIGN OFJSC-VLGCs FOR THEENGLISH ALPHABET USING C-CW AND THE PROPOSED HEURISTIC FOR CANONICAL TREE REPRESENTWNS;
PROBABILITIES TAKEN FROM[14]

Symbols Probabilities [ Codeword [ Codeword
a1 =F pa, = 0.1270 5 00000 6 010110
ax =T Pas, = 0.0906 5 11110 6 101001
az = A Paz = 0.0817 7 0110000 7 0110101
ag =0 Pa, = 0.0751 7 0011101 7 1001010
as =1 Pas = 0.0697 7 1001000 8 00001100
ag = N Pag = 0.0674 7 1100110 8 01100111
ar =S Pa; = 0.0633 8 01010101 8 11110000
ag = H Pag = 0.0609 8 01110010 8 10011011
ag = R Pag = 0.0599 8 00011000 9 001111011
aio = D Payy = 0.0425 8 00101110 9 011101100
ai1 =L Pa;; = 0.0403 8 10100101 9 110000111
aia =C Pa,, = 0.0278 8 10000010 9 100010000
a3 =U Pay; = 0.0276 8 11101000 10 0010000000
ajga =M Pa;y = 0.0241 8 11011011 10 0111110011
ais =W Pay; = 0.0236 10 0100101100 10 1101111100
aig = F Pag = 0.0223 10 0101110011 10 1000001011
a7 =G Pay; = 0.0202 10 0110110101
aig =Y Pag = 0.0197 10 0111111000
ajg =P Pag = 0.0193 10 0000101011
az = B Pasg = 0.0149 10 0001001101
a1 =V Pas; = 0.0098 10 0011010100
az = K Pags = 0.0077 10 0010010011
az3 = J Pasy; = 0.0015 10 1011110010
aza = X Pasy = 0.0015 10 1010101101
azs = Q Pass = 0.0010 10 1001110101
az = 2 Pagg = 0.0007 10 1000111000
lay = 7.3375 diree =4 | Lay = 7.750 dfree = 5
dfree bounds Enie =4 e, =5
Computing time 310 h
Trees generated 3,130 43,172
Trees explored 1 4
diree €valuations 384,336 3,121,150

a JSC-VLC with given codeword lengths. The resulting codéhe number of vertices and edges of the PDG, respectively.

book maximizes the free distance, and not a lower bound Better heuristics to select equal-length codewords withdgo

it, as was the case for other codebook optimization teclasiguminimal distance properties such as those introduced ih [14

Among the proposed algorithms, the most efficient religé6] could also be considered. Finally, one may try to adapt

on the exploration of canonical tree representations, lwhithe search tree using the A* algorithm proposed in [11] and

describe the structure of equivalent prefix-free codeboeés introduce constraints on the free distance of the code to be

a given canonical tree, the best codebook is then searcheéesigned.

Compared to state-of-the-art search techniques, bette-co

books in terms of free distance may be obtained, for certain

parameter choices. _ _
This algorithm considers two types of search trees: one for 1 he authors thank the anonymous reviewers for their helpful

the canonical trees and, for each canonical representatiof€marks.

search tree for the best codebook. A combined exploration

of both trees is likely to significantly improve the search REFERENCES
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