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Abstract— Low-density parity-check (LDPC) code as a very
promising error-correction code has been adopted as the channel
coding scheme in the fifth-generation (5G) new radio. However,
it is very challenging to design a high-performance decoder
for 5G LDPC codes because their inherent numerous degree-1
variable-nodes are very prone to be erroneous. In this article,
the problem is solved gracefully by developing a low-complexity
check-node update function, greatly improving the reliability of
check-to-variable messages. By further incorporating the pro-
posed column degree adaptation strategy, our decoder could offer
a 0.4dB performance gain over the existing ones. In addition, this
article presents an efficient 5G LDPC decoder architecture. Ben-
efiting the specific structure of 5G LDPC codes, layer merging,
split storage method, and selective-shift structure are introduced
to facilitate a significant reduction of decoding delay and area
consumption. Implementation result on 90-nm CMOS technology
demonstrates that the proposed decoder architecture yields an
impressive improvement in throughput-to-area ratio, achieving
up to 173.3% compared to conventional design.

Index Terms— Low-density parity-check codes, 5G LDPC
decoder, high-performance, VLSI implementation.

I. INTRODUCTION

LOW-DENSITY parity-check (LDPC) codes [1] have
attracted considerable attention over the past several

decades because of their remarkable error-correction perfor-
mance and inherent parallelism for hardware implementation.
LDPC codes also have been adopted in several industrial
standards, including IEEE 802.11 [2], the second generation
satellite digital video broadcast (DVB-S2) [3], and advanced
television system committee (ATSC) [4]. Recently, LDPC
codes have been chosen as the 5G new radio (NR) channel
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coding scheme in the enhanced mobile broadband (eMBB)
scenario [5]. LDPC codes can perform close to the Shannon
limit when paired with the belief propagation (BP) decoding
algorithm [6]. However, the BP algorithm involves complex
non-linear functions in check-node (CN) processing, lead-
ing to large implementation complexity. As an alternative,
the min-sum (MS) algorithm [7] was proposed and became
the primary solutions in practical applications. By approxi-
mating the non-linear functions with simple summation and
comparison operations, the MS algorithm can get significant
complexity reduction at the cost of obvious performance loss.
By introducing the correction factor to decoding, the nor-
malized MS (NMS) and offset MS (OMS) algorithms could
offer a better balance between decoding complexity and
performance [8].

This article targets the design of an area-efficient and high-
performance 5G LDPC decoder. In general, 5G LDPC codes
are built from a concatenation of a high-rate LDPC code and
a low-density generator matrix (LDGM) code [9]. Since the
variable-nodes (VNs) in the LDGM part are degree-1 VNs
which can only receive one check-to-variable (CTV) message
in each iteration, they are very sensitive to the reliability of the
received CTV messages, and so to the choice of the correction
factor. Therefore, in fixed-point implementations with low
quantization bits where the precision of correction factor is
limited, the OMS decoder suffers from severe performance
degradation [10].

Many algorithms have been proposed in recent
years [10]–[14] to improve the error-correction performance
of 5G LDPC codes. By taking account the approximate-min*
algorithm [15], the adjusted MS and generalized
approximate-min* algorithms were proposed in [11]
and [12], respectively. However, like the BP decoding, they
suffer from relatively large implementation complexity due
to the involved non-linear functions. In [13], the authors
proposed a hybrid decoding algorithm in which the non-linear
functions in the BP algorithm are simplified using the linear
approximation. In [14], the offset and normalized factors are
both introduced to decoding for a better calculation precision
and their values vary during iterations which are optimized
by machine learning. Despite the performance improvement,
the main problem for these two methods is the numerous
parameters, making the algorithm impractical in applications.
Moreover, since all of the above algorithms are designed
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based on floating-point decoding, their performance cannot
be guaranteed after being quantized.

Recently, the adapted MS (AMS) decoder [10] was pro-
posed which targets fixed-point decoding. In 5G LDPC codes,
the CNs connected to the degree-1 VNs are called extension
checks and others are referred to core checks. Considering the
fact that the degree-1 VNs are more likely to be erroneous
when an imprecise offset factor is adopted, in the AMS
decoder, the offset factor is only applied to core checks.
Consequently, with low quantization bits, the AMS decoder
could offer better performance than the MS and OMS decoders
on 5G LDPC codes.

To further improve the performance of 5G LDPC decoders,
this article introduces an improved AMS (IAMS) algorithm.
Starting from reducing the error-probability of degree-1 VNs,
a modified CN-update function is designed which considerably
improves the reliability of CTV messages while maintaining
the low-complexity property. Moreover, considering 5G LDPC
codes are extremely irregular, a column degree adaptation
strategy is proposed to manage the influence of the high-degree
VNs on the decoding process. Simulation results on several
5G LDPC codes with different code rates and code lengths
demonstrate that the proposed IAMS algorithm could offer an
obvious performance improvement compared to existing ones,
especially for codes with low to moderate code rates.

The implementation of LDPC decoders has been fully
investigated [16]–[20]. In [17], the authors introduced a fully-
parallel bit-parallel architecture with detailed optimizations
for high-throughput applications. Since the complexity of the
fully-parallel decoder is relatively high, the partially-parallel
schedule, such as the layered schedule, has become the most
popular one, which could use the up-to-date information from
the current iteration, thereby doubling the speed of the decod-
ing convergence. When the quasi-cyclic LDPC (QC-LDPC)
codes are adopted, the CNs in the same block row of the base
matrix are usually grouped into a single layer. In [18], an effi-
cient reordered layered schedule was proposed to minimize
the memory consumption. Moreover, to reduce the required
number of iterations, the authors of [21] introduced a modified
layered schedule for 5G LDPC codes, in which the processing
order of layers is not sequential, but depends on the number
of punctured edges and check-node degrees.

Though many works focus on the implementation of LDPC
decoders, to the best of our knowledge, there is no prior
work presenting the design for a whole 5G-LDPC decoder.
In this article, we for the first time introduce an efficient
5G LDPC decoder architecture. In the proposed architecture,
first, a layer merging technique benefitting from the orthogonal
structure of 5G LDPC codes is proposed, which could reduce
the number of clock cycles by 28.3%. By further incorporating
with the proposed split storage method, the CTV memory
consumption could be reduced by 39.6%. To alleviate the
interconnection network overhead, we present the selective-
shift structure and the message reordering methods, leading
to obvious area and latency reduction. ASIC implementation
results on 90-nm CMOS technology show that the proposed
IAMS decoder could improve the throughput-to-area ratio
(TAR) by 173.3% compared to the conventional design.

Fig. 1. The structure of base matrix BG2.

The remainder of this article is organized as follows.
Section II gives some notations, as well as the preliminaries for
5G LDPC codes and fixed-point LDPC decodings. The pro-
posed IAMS decoding algorithm is introduced in Section III.
Numerical results and related discussions are provided in
Section IV. Section V describes the proposed hardware archi-
tecture and Section VI presents the implementation results.
Finally, Section VII concludes the paper.

II. NOTATIONS AND PRELIMINARIES

A. Notations

An LDPC code is specified by a sparse M × N parity check
matrix H, where M denotes the number of parity checks and
N represents the number of code bits. The code rate R =
K/N = (N − M)/N . LDPC codes can also be defined by
bipartite Tanner graphs [22] which comprise a set of VNs and
a set of CNs, corresponding to code bits and parity checks,
respectively. Let N (m) denote the set of VNs that participate
in the mth check. Similarly, the neighbors set of the nth VN is
denoted by M(n). The number of neighbors connected with
a VN is called column degree and with a CN is called row
degree, denoted by dv and dc, respectively. An LDPC code
is regular if the degrees of each set of nodes are the same,
while degrees of an irregular LDPC code vary according to
some degree distributions. QC-LDPC codes have a structured
H matrix that can be generated from an Mb × Nb base matrix
HB . Each nonzero entry of HB can be expanded by circularly
shifting a Z × Z identity matrix and each zero entry represents
a Z ×Z all-zero matrix, where Z denotes the expansion factor.

B. 5G LDPC Codes

To support a broad range of code lengths and rates, two rate-
compatible base graphs, BG1 and BG2, are designed for 5G
LDPC codes. These two base graphs have a similar structure
while BG1 is targeted for larger information lengths (500 ≤
K ≤ 8448) and higher rates (1/3 ≤ R ≤ 8/9) and BG2 is
targeted for smaller information lengths (40 ≤ K ≤ 2560)
and lower rates (1/5 ≤ R ≤ 2/3). Fig. 1 shows the structure
of base matrix BG2 which has 42 rows and 52 columns.
The sub-matrix Hcore is called the core part and the other
three sub-matrices form the extension part. In both BG1 and
BG2 matrices, Hcore consists of the first four rows of the base
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matrix and adopts a dual diagonal structure for parity bits
to simplify the encoding process. The extension part has an
equal amount of VNs and CNs, and all extension VNs are
degree-1 nodes. O denotes an all-zero matrix and I denotes
an identity matrix. The core checks usually have a higher row
degree than the extension checks. The leftmost two columns of
the base matrix correspond to the punctured bits, also known
as the state bits. One important feature for 5G LDPC codes is
that they are extremely irregular, which means there exists a
significant difference in row degrees and column degrees. For
instance, in base matrix BG2, dv varies from 1 to 23 and dc

varies from 3 to 10.

C. Fixed-Point LDPC Decodings

Assume an LDPC codeword c = {c0, c1, . . . , cN−1} is
transmitted over the additive white Gaussian noise (AWGN)
channel using the binary phase shift keying (BPSK) modula-
tion, the received vector y is

yi = xi + ni , ni ∼ N (0, σ 2), i = 0, 1, . . . , N − 1, (1)

where xi = 1 − 2ci and ni is a Gaussian random variable
with zero mean and variance σ 2. In fixed-point implementa-
tions, the quantized version of y, denoted by γ , is typically
input to the decoders. Let � represent the input alphabet
comprising of integers, and then we have γi = [μ · yi ]�
where μ > 0 is a constant referred to as the gain factor. [x]�
returns the closest integer to x that belongs to �. Assume
the input messages are expressed by q bits, we have � =
{−Q, . . . ,−1, 0, 1, . . . ,+Q} where Q = 2q−1 − 1. Actually,
μ = 2q means that all channel LLR values are shifted q bits to
the left and then rounded to integers, which is the same as the
usual quantization method when q fraction bits are preserved.
Moreover, the introduced quantization method is more flexible
because the values of μ could be optimized to other values
besides 2q for better decoding performance [23].

Let αm,n and βn,m denote the messages passed from the
mth CN to the nth VN and from the nth VN to the mth
CN, respectively. γ̃ denotes the a-posteriori-probability (APP)
vector. The exchanged messages αm,n and βn,m are quantized
to q bits. Since the APP messages are generally larger than the
input and exchanged messages, γ̃n is quantized to q̃ bits where
q̃ > q to avoid clipping. A = {−Q̃, . . . ,−1, 0, 1, . . . ,+Q̃}
denotes the alphabet for γ̃ where Q̃ = 2q̃−1 − 1.

The decoding process of the layered schedule is described
as follows.

1) Initialization:
Assign the values of the input vector γ to the APP vector γ̃ .

Moreover, all CTV messages αm,n are initialized with zeros.
2) Iterative Process:
In the layered schedule, each iteration comprises several

decoding layers. The decoding is executed layer by layer and
each layer has three steps.

Step 1 (VN update): In the tth iteration, the variable-to-
check (VTC) message β

(t)
n,m is calculated by

β(t)
n,m = [β̃(t)

n,m ]� = [γ̃ (t)
n − α(t−1)

m,n ]�. (2)

Step 2 (CN update): In the BP decoding, the CTV message
is given by

α(t)
m,n = τ (t)

m,n · φ
( ∑

n′∈N (m)\n

φ(|β(t)
n′,m |)

)
, (3)

where τ
(t)
m,n = ∏

n′∈N (m)\n
sgn(β

(t)
n′,m) and φ(x) = − log[tanh(x/

2)]. Considering φ−1(x) = φ(x) and the magnitude of α
(t)
m,n

is dominated by the minimum input |β(t)
n′,m | [24], the MS

simplifies (3) according to

α(t)
m,n � τ (t)

m,n · φ

(
φ( min

n′∈N (m)\n
|β(t)

n′,m |)
)

= τ (t)
m,n · min

n′∈N (m)\n
|β(t)

n′,m |. (4)

Since φ(|β(t)
n′,m |) > 0, we have φ( min

n′∈N (m)\n
|β(t)

n′,m |) <∑
n′∈N (m)\n

φ(|β(t)
n′,m |). Moreover, because φ(x) is a decreasing

function, it can be deduced from (3) and (4) that the MS
decoding overestimates the magnitudes of CTV messages
compared to the BP decoding, leading to the performance
degradation [11]. To alleviate the overestimation, an offset
factor is included in the OMS decoding, as shown in (5).

α(t)
m,n = τ (t)

m,n · max

(
min

n′∈N (m)\n
|β(t)

n′,m | − λ, 0

)
, (5)

where λ denotes the offset factor. In fixed-point implementa-
tions, λ is typically fixed to 1, which is the least significant
bit (LSB) under the integer representation [20].

The only difference between the AMS and OMS algorithms
is the CN processing procedure. To reduce the error proba-
bility of degree-1 VN, the AMS decoder processes the core
checks and extension checks differently using different offset
factors [10], as shown in (6). For the core checks, λ is set to
1 to obtain the gain from the offset principle while λ is set to
0 for the extension checks to reduce the offset effect on these
VNs.

α(t)
m,n =

{
applying (5), for the core checks

applying (4), for the extension checks.
(6)

Step 3 (APP update): In order to achieve better precision,
β̃

(t)
n,m in (2) is used to update APP values according to

γ̃ (t)
n = [α(t)

m,n + β̃(t)
n,m]A, (7)

where function [·]A is applied to ensure the updated APP
values are taken from alphabet A.

After all layers have been processed, the tentative codeword
ĉ(t) can be obtained by applying the hard-decision to vector
γ̃ (t) according to

ĉ(t)
n = H D(γ̃ (t)

n ) =
{

0, γ̃ (t)
n ≥ 0

1, γ̃ (t)
n < 0.

The decoding stops when all parity check equations are satis-
fied or the maximum number of iterations I tmax is reached.
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III. THE PROPOSED IAMS DECODING ALGORITHM

A. The Modified CN-Update Function

As mentioned above, all extension VNs in 5G LDPC codes
are with degree-1 and each is connected to a unique CN.
Consequently, these VNs only receive one CTV message
in each iteration so they are sensitive to the reliability of
CTV messages and the choice of offset factor. In fixed-point
implementations, the offset factor is generally not optimal so
the reliability of CTV messages is limited due to the limited
bit representation of messages, which is the main reason for
the severe performance degradation appearing in fixed-point
OMS decoder. In order to improve the performance of 5G
LDPC decoders, we propose a new CN-update function in this
subsection to improve the reliability of CTV messages, and
thus efficiently benefits the performance improvement of 5G
LDPC decoders.

Denote the first and second minimum magnitudes of the
input VTC messages in a CN by min1 and min2, respectively.
In order to maintain the low computation complexity, we only
use these two values which are available in conventional
MS decoder to design a new CN-update function. Let idx1
and idx2 be the indices of VNs corresponding to min1 and
min2, respectively. I(m) is defined as I (m) = {idx1, idx2}
and Ī(m) = N (m) \ I(m). Observing (3) we notice that, for
n ∈ Ī(m), both min1 and min2 are extrinsic VTC messages
that are used to calculate the CTV message α

(t)
m,n . Since the

magnitude of α
(t)
m,n is dominated by the minimum magnitude

of extrinsic VTC messages, a sufficient precision can be
achieved if the first and second minimum magnitudes of the
extrinsic VTC messages are both employed to approximate
the CN-update function of the BP algorithm. Therefore, for
n ∈ Ī(m), we approximate the CN-update function shown in
(3) to

α(t)
m,n = τ (t)

m,n · φ
(

φ(min1) + φ(min2)

)
. (8)

It can be seen that the overestimation of the CTV messages
appearing in the MS algorithm could be alleviated by using
(8) since more extrinsic VTC messages are included. Based
on the approximate-min* algorithm proposed in [15], (8) can
also be written as

α(t)
m,n = τ (t)

m,n · (min1 � min2), (9)

where x � y = min(|x |, |y|) − log 1+e−|x−y|
1+e−|x+y| . In fact, (9) can

be viewed as the MS decoding with an offset factor which is
inherently optimized by the BP decoding. For simplicity, let a
represent min1 so min2 = a + 
. Therefore, the offset factor
λ in (9) is

λ = log
1 + e−


1 + e−(2a+
)
.

Since min1 and min2 are both non-negative integers in fixed-
point implementations, a and 
 are also non-negative integers.
Therefore, we can conclude that λ ≥ 0 so the quantized
version of λ is

λ = �log
1 + e−


1 + e−(2a+
)
+ 1

2
	.

Property: The offset factor λ will be 1 only when min1 and
min2 are both strictly positive and equal. Otherwise, λ = 0.

Proof: To prove this property, we consider three cases.
Case 1: min1 = 0. In this case, a = 0. Then,

λ = �log
1 + e−


1 + e−

+ 1

2
	 = 0.

Case 2: min1 > 0 and min1 
= min2. In this case, a ≥ 1
and 
 ≥ 1. Therefore,

log
1 + e−


1 + e−(2a+
)

≤ log
1 + e−1

1 + e−(2a+1)
< log(1 + e−1)

⇒ log
1 + e−


1 + e−(2a+
)
+ 1

2
< log(1 + e−1) + 1

2
< 0.7133

⇒ λ = 0.

Case 3: min1 > 0 and min1 = min2. In this case, a ≥ 1
and 
 = 0. Let 
 = 0 and we have

log
1 + e−


1 + e−(2a+
)
= log

2

1 + e−2a
< log 2

⇒ log
1 + e−


1 + e−(2a+
)
+ 1

2
< 1.1931

⇒ λ < 2.

Also,

log
1 + e−


1 + e−(2a+
)
= log

2

1 + e−2a ≥ 2

1 + e−2

⇒ log
1 + e−


1 + e−(2a+
)
+ 1

2
≥ 1.0662

⇒ λ ≥ 1.

Therefore, we have λ = 1.
Based on this property, the offset factor for n ∈ Ī(m)

can be determined according to min1 and min2. For n ∈
I (m), we cannot obtain a more precise correction factor
only based on min1 and min2. Since MS decoder performs
better than OMS decoder on 5G LDPC codes in fixed-point
implementations [10], λ is set to 0 for n ∈ I (m). The proposed
CN-update function is shown in (10), which still remains the
low-complexity property.

α(t)
m,n =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

τ (t)
m,n · min2, n = idx1

τ (t)
m,n · min1, n = idx2

τ (t)
m,n · max(min1 − 1, 0), n ∈ Ī(m) & 
 = 0

τ (t)
m,n · min1, n ∈ Ī(m) & 
 
= 0.

(10)

To demonstrate the effectiveness of the proposed CN-update
function, the mismatch probabilities of different CN-update
functions are shown in Fig. 2, where the exchanged messages
are quantized to 4 bits, i.e., q = 4. Therefore, the values of
|βn,m | can only be 0 ∼ 7 so the total number of combinations
of the received messages in a degree-dc CN is 8dc (2(q−1)·dc).
For each case, if the CTV value calculated by the tested
decoder is not equal to the CTV value calculated by the 4-bit
quantized BP decoder, we consider this case as a mismatch
case. The mismatch probability is obtained by testing all 8dc

cases and then calculating the proportion of mismatch cases.
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Fig. 2. The mismatch probabilities of different CN-update functions under
the row degree region for BG2 codes.

From Fig. 2 we can see that, compared to the MS, OMS, and
AMS decodings, the proposed CN-update function shows a
much lower mismatch probability in the simulated row degree
region, which is also the row degree region for BG2 codes.
Therefore, the reliability of CTV messages is significantly
improved, especially for the extension checks. It can also
be seen that the OMS decoder shows a higher mismatch
probability for the extension checks while a lower probability
for the core checks compared with the MS decoder. The AMS
decoder [10] combines the advantages of the MS and OMS
decoders, which explains its performance improvement.

B. Column Degree Adaptation
As stated before, 5G LDPC codes are extremely irregular

and there exists a wide variation in column degrees. In base
matrix BG2, the column degree varies from 1 to 23 and from
1 to 30 in BG1. With more neighbor CNs, the high degree VNs
usually have larger APP magnitudes, which are called strong
messages. These strong messages can be helpful or harmful
to the decoding process, depending on whether they are cor-
rect or not. In the waterfall region where many bits are received
incorrectly, the incorrect strong messages tend to negatively
influence the correction of the received bits. In the error-floor
region where the channel conditions are good and trapping-sets
dominate the decoding performance [25], the correct strong
messages can overcome the incorrect messages in trapping-
sets and thus contribute to improving the decoding perfor-
mance [26]. Therefore, the requirement of strong messages is
different in different SNR regions.

In order to manage the influence of strong messages on
the decoding process, we propose a column degree adaptation
strategy in which the CTV messages passed to different VNs
from a CN are computed non-uniformly. Observing (5) and
(10) we can conclude that the magnitudes of CTV messages
computed by the OMS decoding are generally smaller than
those by the proposed CN-update function. To limit the
magnitudes’ growth of strong messages, the CTV messages
transmitted to the VNs whose degrees are larger than thresh-
old D is computed using the CN-update function of the
OMS decoding rather than the proposed CN-update function.
To avoid over-correction to strong messages, the column

Fig. 3. The error-rate of each group when Eb/N0 = 2.0dB.

degree adaptation is only applied to core checks, whose CTV
messages show a lower mismatch probability than those of
extension checks when applying the OMS decoding, as shown
in Fig. 2. Consequently, the influence of strong messages
to the decoding process could be managed to some extent
by adjusting parameter D and the decoding performance
could get a better balance in the waterfall and error-floor
regions. Moreover, one can select a proper D to get the best
performance in the required SNR region.

The effectiveness of the column degree adaptation is illus-
trated in Fig. 3. In this work, we divide the codeword into Nb

groups and each group corresponds to a column in base matrix
HB . Consequently, a group consists of Z bits and the bits
in each group have the same column degree. In simulations,
a group is considered as erroneous if there exists an error bit
in the group. Since 5G LDPC codes are extremely irregular,
the degrees of bits are very different, so the bits with different
column degrees may perform differently under the same
decoding algorithm. Considering the bits in different groups
may have different column degrees, Fig. 3 shows the error-rate
of each group when Eb/N0 = 2.0dB. The R = 1/5, Z = 52,
N = 2600 5G LDPC code defined by BG2 is applied and
all decodings are quantized with parameters (q, q̃) = (4, 6).
For each decoding, at least 1000 error frames are collected.
We denote the decoding where only the proposed CN-update
function is applied as M1 and the decoding where both the
proposed CN-update function and column degree adaptation
are applied as M2, namely the IAMS algorithm. The parameter
D is selected by traversing all row degrees of the code to
find the value which shows the optimal performance through
Monte-Carlo simulations. For the selected code, D = 6.

Considering the degrees of bits in the first two groups are
much larger than others, these bits have more chances to be
corrected so the first two groups show the best performance,
especially for the OMS and M2 decoders. Since Fig. 3 shows
the simulation results in the low SNR region where many bits
are received incorrectly, the propagation of incorrect strong
messages has larger negative influence to decoding than the
imprecise offset factor. Therefore, the OMS decoder performs
better than the MS decoder. However, they both perform worse
than the AMS decoder [10], which is the state-of-the-art one
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for 5G LDPC codes in fixed-point. Moreover, it can be seen
that for all groups, the M1 and M2 decoders exhibit better
performance than the AMS decoder. With the help of the pro-
posed column degree adaptation, M2 significantly improves
the decoding performance of the M1 decoder, proving the
effectiveness of the proposed column degree adaptation.

The detailed decoding process of the proposed IAMS algo-
rithm is shown in Alg. 1, where the layered schedule is adopted
and each layer corresponds to one row of the base matrix.
When l < 4, the core checks are processed with the proposed
column degree adaption applied. The number of layers is
denoted by L and Ll denotes the indices set of rows in the
l-th layer.

Algorithm 1: The Proposed IAMS Decoding Algorithm
input : γ = (γ0, γ1, · · · , γN−1)

initialize: ∀m ∈ [0, M), n ∈ [0, N) : α
(0)
m,n = 0,

∀n ∈ [0, N) : γ̃
(0)
n = γn

1 for t = 1 to I tmax do
2 for l = 0 to L − 1 do
3 for m ∈ Ll and n ∈ Nm do
4 β

(t)
n,m = [β̃(t)

n,m]� = [γ̃ (t−1)
n − α

(t−1)
m,n ]�

5 for m ∈ Ll and n ∈ Nm do
6 if l < 4 and dn

v ≥ D then
7 Calculate α

(t)
m,n using (5)

8 else
9 Calculate α

(t)
m,n using (10)

10 for m ∈ Ll and n ∈ Nm do
11 γ̃

(t)
n = [α(t)

m,n + β̃
(t)
n,m]A

12 for n = 0 to N − 1 do
13 ĉ(t)

n = H D(γ̃
(t)
n )

14 if ĉ(t) · HT = 0 then
15 break

output : ĉ(t)

IV. NUMERICAL RESULTS

In this section, the decoding performance of the proposed
IAMS algorithm is illustrated and compared to the MS, OMS,
and AMS decodings. All decodings take the layered schedule.
In practical applications, the number of quantization bits used
in LDPC decoders is usually no more than 6 in order to reduce
the area and power consumption. Therefore, the quantization
parameters are set to (q, q̃) = (4, 6) in this work. Moreover,
the performance of the floating-point MS and OMS algorithms
are shown for reference, which also take the layered schedule.
The offset value for the floating-point OMS decodings is set to
0.2. The simulation results are obtained through Monte-Carlo
simulations that generate at least 100 error frames for each
plotted point. Because the fraction of degree-1 bits is very
small in high code rate 5G LDPC codes while our approach
targets for improving the performance regarding the degree-
1 bits, the proposed decoder is more suitable for the low to

Fig. 4. Simulation results on the R = 1/5, Z = 52, N = 2600 BG2 code
when I tmax = 15.

Fig. 5. Simulation results on the R = 1/5, Z = 52, N = 2600 BG2 code
when I tmax = 100.

moderate code rates 5G LDPC codes. Therefore, we consider
two 5G LDPC codes with different rates and lengths: a R =
1/5, Z = 52, N = 2600 BG2 code and a R = 2/3, Z = 104,
N = 3432 BG1 code. For simplicity, it is assumed that the
codeword is sent only once without using any hybrid automatic
repeat request (HARQ) scheme.

A. Performance Comparisons

Since the maximum number of iterations is typically less
than 20 in practical implementations considering the through-
put requirement while the decoders need about 100 iterations
to be saturated, Fig. 4 and Fig. 5 show the simulation results
on the R = 1/5, Z = 52, N = 2600 BG2 code when
I tmax = 15 and I tmax = 100, respectively. For a fair
comparison, the channel gain factors for each decoding are
fixed and optimized by simulations to find the value which
performs best when F E R = 10−7, where the test step is set to
0.05. The optimal values for the OMS, MS, AMS, and IAMS
decoders are 1.3, 1.1, 0.85, and 0.8, respectively. Due to the
imprecise offset factor, the OMS decoder suffers from severe
performance degradation under (4,6) quantization, which could
be compensated by increasing one bit of quantization length.
Compared to the AMS decoding, the proposed IAMS decoding
shows a much better performance. When the threshold D is
well-selected, the performance gain could be 0.4dB in the
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Fig. 6. Simulation results on the R = 2/3, Z = 104, N = 3432 BG1 code
when I tmax = 15.

Fig. 7. Simulation results on the R = 2/3, Z = 104, N = 3432 BG1 code
when I tmax = 100.

waterfall region and 0.2dB in the error-floor region. However,
a limitation of the IAMS decoding is that the error floor starts
around F E R = 10−5. It can be explained by the fact that
due to the quantization, the dynamic range of messages is
limited so they are hard to escape from trapping-sets [26].
By increasing the number of quantization bits, the error-floor
phenomenon can be overcome to some extent. It should be
noted that though the IAMS decoding suffers from the error-
floor phenomenon, its performance is still better than those of
other fixed-point decodings in high-SNR region.

To further verify the comparison results, Fig. 6 and Fig. 7
show the simulation results on the R = 2/3, Z = 104, N =
3432 BG1 code, where the threshold D is set to 5. The optimal
values of the channel gain factor for the OMS, MS, AMS, and
IAMS decoders are 3.1, 2.6, 2.8, and 2.55, respectively. As can
be seen, the IAMS algorithm shows the best error-correction
performance among all fixed-point decodings. Compared to
the AMS decoding, the IAMS decoding could offer 0.4dB
to 0.6dB performance gain. Therefore, we can conclude that
for 5G LDPC codes with low to moderate rates, there are
many extension bits that could benefit from the proposed
CN-update function so the proposed IAMS decoding could
offer a much-improved error-correction performance compared
to the existing fixed-point decodings.

Fig. 8. FER performance under different iteration limits at (a): Eb/N0 =
2.0dB, (b): Eb/N0 = 2.6dB.

B. Decoding Performance Analysis

In Fig. 8, we explore the effect of limiting the maximum
number of iterations on different decodings, where I tmax

increases from 10 to 10K. The R = 1/5, Z = 52, N = 2600
BG2 code is adopted and two Eb/N0 points, 2.0dB and
2.6dB, are considered. Fig. 8(a) shows the performance in
the waterfall region where the random-like errors are main
causes of decoding failures [26]. As shown in Fig. 8(a),
by increasing the maximum number of iterations, most of
these errors can be corrected and the decoding performance is
improved. Since a smaller D has better capability to limit the
magnitudes growth of strong random-like errors, when I tmax

is not sufficient, the IAMS decoding paired with D = 6 has
a better performance than with D = 10. Also, because the
overestimation of CTV messages encourages the magnitude
growth of errors, the MS decoding shows poor performance
and converges slowly at this point. When Eb/N0 is sufficiently
large, the decoding performance is dominated by trapping-sets,
which are main reasons for the error-floor phenomenon [27].
Fig. 8(b) shows the performance under different iteration
limits in the error-floor region. As can be seen, except the
MS decoding, almost no performance gain can be further
obtained by increasing the maximum number of iterations
when I tmax > 30. As for the MS decoding, the saturation
starts from I tmax = 500. Moreover, the IAMS decoding paired
with D = 10 can surpass that with D = 6 in performance
within a smaller number of iterations.

Since the degree-1 VNs in 5G LDPC codes are prone to
be erroneous, these VNs are easily to form a trapping-set.
To analyze the performance behavior of IAMS decoding in the
error-floor region, we collect a typical set of trapping-sets for
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Fig. 9. Subgraph induced by the collected (8,2) trapping-set.

Fig. 10. Soft-decision values evolution along with iterations.

the selected code, as shown in Fig. 9. In order to facilitate the
analysis, we assume only eight received bits are erroneous and
all fall into this trapping-set. In this case, v2 to v8 are falsely
estimated so v1 receives seven wrong messages from c3 to
c9, which are all extension checks. Moreover, v1 receives two
correct messages from c1 and c2, which belong to core checks.
When the summation of the two correct messages is smaller
than that of seven wrong messages, v1 will be erroneous and
the remaining seven bits cannot be corrected. Consequently,
the decoder will be trapped in the trapping-set.

The trapping process can be shown with a practical example.
Fig. 10 shows the APP value evolution when the IAMS
algorithm with D = 6 is applied. The bits belonging to
the collected trapping-set are marked with red squares and
others with black circles. Assume the all-zero codeword is
transmitted using the BPSK modulation. Accordingly, non-
negative APP values are interpreted as correct and negative
values denote faults. As can be seen, the decoder cannot escape
from the trapping-set once it is captured. By increasing the
value of D, more core checks could be processed by the
proposed CN-update function rather than the OMS decoding.
Therefore, the magnitudes of CTV messages generated from

TABLE I

THE VALUES OF RECEIVED CTV MESSAGES FOR A VN
BELONGING TO TRAPPING-SET.

Fig. 11. Top-level architecture of the proposed 5G LDPC decoder.

the core checks (c1 and c2) can be increased to some extent.
In that case, the probability that v1 could be corrected is
increased so the decoder could have a larger probability to
escape from trapping-sets.

To illustrate the above discussion intuitively, Table I shows
the values of received CTV messages of a VN that belongs to
trapping-set in the 6th iteration. The channel message for this
VN equals −1. Compared to the case when D = 6, the second
connected CN c2 sends a slightly larger correct CTV message
to this VN when D = 10 and thus, the corresponding bit
could be correctly recovered. Consequently, this codeword can
be successfully decoded when D = 10. This explains why
the IAMS decoding could perform better when paired with
D = 10 in the error-floor region. However, in order to balance
the decoding performance in the waterfall region, D is not the
larger the better. Also, the correction of random-like errors in
early iterations will be damaged by an excessive D.

V. HARDWARE ARCHITECTURE FOR 5G LDPC DECODERS

In this section, we propose an efficient architecture to
implement 5G LDPC decoders. In order to design a high-
throughput and area-efficient decoder, several optimization
methods are developed, as shown in the following subsections.

A. Top-Level Architecture
The overall architecture of the proposed 5G LDPC decoder

is shown in Fig. 11, which is implemented using the layered
schedule. For convenience, we assume that the quantization
version of channel LLR messages is available in the input port
of the decoder. However, it should be noted that the method
to quantize channel LLR messages should be compatible with
the quantization method used in the decoder. The proposed
architecture is not limited to a specific quantization method
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Fig. 12. Compressed format of CTV messages.

so one can easily modify the proposed decoder architecture
to support different quantization schemes when the number of
quantization bits remains unchanged.

For a QC-LDPC code defined by an Mb × Nb base matrix
HB , the number of decoding layers L usually equals Mb .
Therefore, the parallelism degree of decoder equals the expan-
sion factor Z . As shown in Fig. 11, the input and exchanged
messages are quantized to q bits and the APP values are
quantized to q̃ bits. All control signals are generated by the
Controller. Two memory blocks, namely APP memory and
CTV memory, are used to store the APP and CTV messages,
respectively. The CTV memory is implemented with the dual-
port random access memory (DP-RAM) to support simulta-
neous read and write operations. In order to allow massively
parallel read, write, and initiate operations, the APP memory
is implemented with registers. In the proposed architecture,
the APP memory is divided into three parts and the CTV
memory consists of two parts. The reason for this configuration
will be presented in the following subsections.

In each decoding layer, APP messages are read from the
APP memory first and then passed to the Read Network,
which rearranges and selects these messages according to the
current processing layer to ensure they will be processed by
the proper left barrel shifters (LBSs) and VN unit (VNUs).
Similarly, the Write Network is used to rearrange the updated
APP messages to ensure they can be stored in the correct
addresses of APP memory. Let dmax

c denote the maximum row
degree of the code. In the proposed architecture, dmax

c pairs
of LBSs and VNUs are applied. Messages output from the
Read Network should be left rotated first by LBSs according
to the corresponding shift factors and then passed to VNUs
to calculate the VTC messages. By adopting the method to
generate the shift factor presented in [20], the data write-back
barrel shifters can be eliminated.

After being saturated to q bits, the VTC messages are
sent to the CN unit (CNU) which generates CTV messages.
The CNU is implemented using the area-efficient architecture
proposed in [28]. In the IAMS decoder, idx2 should also be
calculated and stored, which is the main difference with other
decoders. As shown in Fig. 12, CTV messages are stored in
a compressed format to reduce the memory cost. Therefore,
the width of the CTV memory is z × (dmax

c + 2 · (q − 1 +
log2 dmax

c �)). Since the CTV messages in all layers need to
be stored, the depth of the CTV memory is L. In order to
convert the CTV messages from the compressed format to the
uncompressed format, two De-compressors are inserted into
the decoder which generate the final CTV messages for the
following calculations. Then, the APP values can be updated.
After writing them back to the APP memory, one decoding
layer is finished.

To minimize the number of clock cycles, no pipeline
is inserted into the proposed architecture. Therefore, one

decoding layer takes one clock cycle and the total number
of clock cycles is L × I tmax . The throughput θ is computed
as

θ = f × N

L × I tmax
, (11)

where f denotes the frequency of the decoder.

B. Memory and Clock Cycles Reduction
By observing the structure of BG1 and BG2 matrices, it can

be found that part of them has the orthogonality property,
meaning no VN is connected to two consecutive layers.
For instance, the 21st to 46th rows of the BG1 matrix are
orthogonal. Similarly, the 21st to 42nd rows of the BG2 matrix
are orthogonal. In two orthogonal layers, the APP messages
updated in the previous layer will not be used in the next
layer. Therefore, the decoding processes in such two layers
are independent. Based on this feature of 5G LDPC codes,
we propose a layer merging method to reduce the number
of clock cycles. A similar idea was also applied in [29] to
optimize a pipelined decoder for IEEE 802.11ad standard.
However, the configurations in these two architectures are
different.

In the proposed architecture, two consecutive layers in
the orthogonal part are processed simultaneously. Therefore,
the number of decoding layers in the orthogonal part is reduced
by half, which leads to fewer clock cycles. For BG1 and
BG2 codes, the number of clock cycles could be reduced
by 28.3% and 26.2%, respectively. Because row degrees in
the orthogonal part are all less than dmax

c /2, no additional
LBS or VNU is needed and the APP memory remains
unchanged. However, since two layers are processed in one
clock cycle, the CNU and CTV memory should be modified
to make generating and storing two sets of CTV messages
at the same time feasible. Fig. 13 shows the architecture
of CNU, which is divided into two subunits. When two
orthogonal layers are processed simultaneously, two sets of
VTC messages are input to CNU1st and CNU2nd, respectively.
In this case, the Compare & Select unit is disabled so two sets
of CTV messages are output from the CNU. Let do

c denote the
maximum row degree in the orthogonal part. In order to store
two sets of CTV messages in the same address, the width of
CTV memory is set to

W = max{z × (dmax
c + 2 · (q − 1 + log2 dmax

c �)),
2 × z × (do

c + 2 · (q − 1 + log2 do
c �))}. (12)

Table II shows the size of CTV memory when q = 4. As can
be seen, though the width of CTV memory is slightly increased
after applying the layer merging, the depth is reduced due to
less number of layers. Therefore, besides reducing the number
of clock cycles, the proposed layer merging method could
reduce the size of CTV memory by 26.2% and 13.9% for
BG1 and BG2 codes, respectively.

Considering the 5G LDPC codes are extremely irregular
and the degrees of some layers are relatively small, setting
the width of CTV memory according to (12) will lead to
a great waste of memory resource. To further reduce the
memory cost, we present a split storage method. As mentioned
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Fig. 13. The architecture of CNU.

TABLE II

THE SIZE OF CTV MEMORY.

Fig. 14. The detailed structure of CTV memory.

in Section V-A, the CTV memory is divided into two parts.
Fig. 14 shows the detailed structure of these two sub-
memories, where dn

c denotes the maximum row degree of
layers except the core and orthogonal parts and W1 = z×(dn

c +
2 · (q − 1 +log2 dn

c �)). Since the width of the CTV messages
generated in the core and orthogonal parts are larger than W1,
only the first W1 bits of messages are stored in CTV memory
1 while the remaining bits are stored in CTV memory 2. For
other layers, the CTV messages are totally stored in CTV
memory 1. Because CTV memory 2 is specifically used for
the layers in the core and orthogonal parts, its depth L0 is less
than L. Thanks to the spilt storage method, the size of CTV
memory can be further reduced by 16.6% for BG1 codes and
18.4% for BG2 codes. Combining the layer merging method,
39.6% of CTV memory can be saved for BG1 codes and
29.8% can be saved for BG2 codes in total. Since the CTV
memory occupies a large proportion of the decoder in area
consumption, these modifications greatly benefit the total area
reduction.

C. Interconnection Network Optimizations

Besides the memory block, the interconnection block is
another important part that dictates the overall hardware
overhead. For a QC-LDPC code generated from an Mb × Nb

base matrix, Nb sets of APP messages are fed into the Read
Network which outputs dmax

c sets of messages. Similarity,
the Write Network selects dmax

c sets of APP messages from

Fig. 15. The structure of the APP memory for extension bits.

Nb sets and replaces them by the updated APP messages.
Thus, two complex interconnection networks are required
which induce a long critical path and large area consumption.
To minimize the hardware overhead of the interconnection
block, two optimization methods are introduced.

First, the selective-shift structure is applied in the APP
memory to minimize Nio , which represents the number of
inputs to the Read Network and also the number of outputs
from the Write Network. Considering the diagonal property
of identity matrix I in the base matrix, only one set of APP
messages corresponding to the extension bits is needed in
each decoding layer. Therefore, rather than sending all APP
messages corresponding to the extension bits to the Read
Network, in this work, these APP messages are fed into
the Read Network one set by one set in sequence order.
Consequently, Nio and hence the area and critical path of
the interconnection block can be significantly reduced. For
this reason, we store the APP meesages corresponding to the
extension bits in an individual memory which is implemented
by applying the selective-shift structure, as shown in Fig. 15.
The control signal sel decides whether the data should be
rotated or not, which is only enabled when the extension
part is processed. By cyclically shifting the APP messages,
the address of the required APP messages is fixed during
decoding so the required APP messages could be easily
obtained.

Since the layer merging method is applied, two sets of APP
messages corresponding to the orthogonal part are needed at
the same clock cycle. In order to obtain them simultaneously,
two memories are applied to store the APP values correspond-
ing to extension bits. Therefore, all APP messages of the core
bits and two sets of APP messages of the extension bits are
input to the Read Network in each clock cycle. Hence, Nio

could be reduced from 68 to 28 for BG1 codes and from
52 to 16 for BG2 codes. The APP memory for extension bits
can also be implemented with the DP-RAM which consumes
less area and power. However, to support massively parallel
initialization, the shift register set is adopted in the proposed
design.

To further reduce the hardware overhead of interconnection
networks, the APP messages processed in the Read Network
are reordered. For simplicity, we take the R = 1/5, Z = 52,
N = 2600 BG2 code as an example. As stated before,
16 sets of messages are fed into the Read Network in each
iteration, which are denoted as s1, s2, …, and s16, respectively.
Therefore, each output is selected from 16 inputs, leading to
large hardware overhead. In the proposed design, the APP
messages are reordered. Fig. 16 shows the mapping between
the input and output messages in the Read Network, in which
the last row indicates the number of inputs to generate the
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Fig. 16. Mapping relationship between the input and output messages in the
Read Network.

corresponding output. It can be seen that by applying the
message reordering, all outputs can be generated by no more
than four inputs. Therefore, the critical path of the Read
Network is only two multiplexers and the number of required
multiplexers is significantly reduced. Since the Write Network
has similar structure as the Write Network, the mapping for
the Write Network can be easily deduced from Fig. 16.

VI. IMPLEMENTATION RESULTS

The implementation results, as well as the corresponding
comparisons, are reported in this section. The decoder archi-
tecture is implemented in RTL and synthesized under the
TSMC 90-nm CMOS technology using the Synopsys Design
Compiler. The Synopsys Prime Time PX tool is used for power
estimation. We generate the VCD file to read the switching
activity first and then estimate the power consumption of
the decoder using time-based power analysis. Consider the
R = 1/5, Z = 52, N = 2600 BG2 code to implement
the proposed architecture. By applying the proposed methods
presented in Section V, we can conclude that for the selected
code, L could be reduced from 40 to 30 so the number of
clock cycles could be reduced by 25%. Moreover, 29.2% of the
CTV memory can be saved and the hardware overhead of the
interconnection networks could be significantly reduced.

Since the AMS and OMS decoders have similar hard-
ware complexity, we compare the implementation results of
the proposed IAMS decoder to that of the OMS decoder. The
IAMS and OMS decoders are implemented according to the
structure presented in Section V-A. Table III shows the ASIC
synthesis results on 90-nm CMOS technology of the OMS
and IAMS decoders which are quantized with parameters
(q, q̃) = (4, 6). Due to the additional storage and calculations
for applying idx2, the IAMS decoder has a slightly larger
area and lower throughput than the OMS decoder. However,
this overhead is negligible considering its much-improved

TABLE III

ASIC SYNTHESIS RESULTS ON 90-nm CMOS TECHNOLOGY.

TABLE IV

THE AREA OF EACH BLOCK.

decoding performance. Since there are no published archi-
tectures or synthesis results of 5G LDPC decoders, in order
to evaluate the effectiveness of our optimization methods,
Table III lists the synthesis results of decoders with and
without applying the optimizations proposed in Section V-B
and Section V-C. It can be seen that after being modified,
the area of the IAMS decoder is reduced by 32.3% and the
frequency is improved by 38.9%. Considering the decoding
cycles is decreased by 25%, the throughput could be improved
by up to 84.1%, reaching 914Mbps, which could meet the 5G
requirements in terms of throughput on rate-1/5 codes [9].
In order to make easier comparisons with other works that
use different technologies, the area in gate equivalents of
each decoder is also reported, which is computed by dividing
the total area by that of an XOR gate. Moreover, the power
consumption results are reported. As can be seen, though the
modified decoders are synthesized at a higher frequency, they
nearly consume the same power as the original ones due
to less resource usage. To keep the throughput comparison
on an equal basis, we further define the TAR metric and
normalized TAR (NTAR) metric. TAR = throughput/area and
NTAR = TAR × Iterations. Table III shows that the TAR
of the IAMS decoder is increased from 247.2Mbps/mm2 to
675.5Mbps/mm2, increasing by 173.3%. The similar conclu-
sion can be drawn for the OMS decoder, for which the TAR
is improved by 168.7%. Therefore, the effectiveness of the
proposed optimizations can be proved.

Table IV lists the area of each block in the whole decoder.
For the IAMS decoder, the area of the interconnection blocks
(Read Network, Write Network, and LBSs) is decreased from
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0.848mm2 to 0.343mm2 after applying the proposed modifi-
cations, decreased by up to 59.6%. Moreover, the area of CTV
memory is reduced by 25.1%, which is less than the theoretical
analysis (29.2%). This result mainly comes from the reason
that the area of DP-RAM is not fully decided by data size,
so the reduction of the total area is not strictly equal to that of
the data. We also notice that the area of the APP memory is
slightly increased, which comes from applying the selective-
shift structure. However, considering it greatly benefits the
interconnection blocks, this overhead is acceptable.

VII. CONCLUSION

In this article, we propose a high-performance decoding
algorithm, named the improved adapted min-sum algorithm,
for fixed-point decoding of 5G LDPC codes. To reduce the
error-probability of degree-1 VNs, a new CN-update function
is designed, and the column degree adaptation is proposed
to alleviate the excessive growth of posterior probability in
high-degree VNs. As a result, the proposed decoder could
outperform the state-of-the-art AMS decoder by 0.4dB in
FER performance. We also present an efficient architecture
for 5G LDPC decoders. First, the layer merging technique is
applied based on the orthogonality property of the base matrix.
Then, the split storage method is adopted to further reduce
CTV memory cost. Finally, the interconnection blocks are
optimized by using the selective-shift structure and message
reordering method. Implementation results demonstrate that
the proposed architecture can improve the throughput-to-area
ratio by 173.3%.
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